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INSIDER THREAT DETECTION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is related to the following 
application of common assignee, which is herein incorpo 
rated by reference in its entirety: 
0002 U.S. patent application Ser. No. TBA, titled “Pas 
sively Attributing Anonymous Network Events to Their Asso 
ciated Users.” filed Apr. 23, 2007 (Attorney Docket No. 2272. 
1240000). 

BACKGROUND OF THE INVENTION 

0003 1. Field of the Invention 
0004. The present invention relates generally to computer 
networks, and more particularly to insider threat detection in 
computer networks. 
0005 2. Background Art 
0006 Trusted insiders committing espionage have caused 
tremendous damage to not only corporations but also U.S. 
national security. 
0007 Today, the problem of insider threat detection is 
challenging with large amounts of information to protect, the 
difficulty of tailoring computer access control policies to a 
user’s “need to know', and the competing need to share 
information effectively. Yet, what makes insider threat detec 
tion especially difficult is that malicious insiders (MIs) are 
frequently legitimate users operating within their privileges. 
0008 Current cyber-detection methods are inadequate. 
For example, methods based on system log auditing and 
intrusion detection focus on rule breaking, are difficult to 
interpret, and frequently lack user attribution. As such, they 
are incapable of detecting MIs operating within their privi 
leges or of correctly attributing observed activity to its asso 
ciated user. On the other hand, methods based on focused user 
observation tools are only effective once the subject of the 
threat has been identified. Furthermore, both types of meth 
ods lack the “smart’ analysis capabilities required to analyze 
and prioritize the large Volumes of generated data, which 
could be the norm in a large organization network. 
0009 What are needed therefore are method, systems, and 
computer program products to detect when trusted insiders 
misuse information in a manner consistent with espionage. 
Further, methods, systems, and computer program products 
are needed that are capable of exploiting subtle differences 
between legitimate and MI behavior by leveraging contextual 
information about users and the information with which they 
interact. 

BRIEF SUMMARY OF THE INVENTION 

0010 Methods, systems, and computer program products 
for insider threat detection are provided herein. 
0011 Embodiments of the present invention can be used 

to detect insiders who act on information to which they have 
access but whose activity is inappropriate or uncharacteristic 
of them based on their identity, past activity, organizational 
context, and/or the information context. 
0012 Embodiments of the present invention work by 
monitoring the network to detect network activity associated 
with a set of network protocols; processing the detected activ 
ity to generate information-use events; generating contextual 
information associated with users of and the information on 
the network; and processing the information-use events based 
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on the generated contextual information to generate alerts and 
threat scores for users of the network. 
0013 Embodiments of the present invention can also be 
applied in non-network contexts including, for example, a 
user workstation context and an application context. 
0014 Embodiments of the present invention provide sev 
eral information-misuse detectors that are used to examine 
generated information-use events in view of collected con 
textual information to detect relevant Volumetric anomalies, 
suspicious and/or evasive behavior associated with MIs. 
00.15 Embodiments of the present invention provide a 
user threat ranking system that can be implemented using a 
Bayesian Belief network to rank users of the network using a 
“threat score' for each user based on his/her activity over a 
specified time period. A user interface provides security ana 
lysts the ability to examine user threat scores and to analyze 
the underlying user activity. 
0016 Further embodiments, features, and advantages of 
the present invention, as well as the structure and operation of 
the various embodiments of the present invention, are 
described in detail below with reference to the accompanying 
drawings. 

BRIEF DESCRIPTION OF THE 
DRAWINGS/FIGURES 

0017. The accompanying drawings, which are incorpo 
rated herein and form a part of the specification, illustrate the 
present invention and, together with the description, further 
serve to explain the principles of the invention and to enable 
a person skilled in the pertinent art to make and use the 
invention. 
0018 FIG. 1 is a high-level illustration of a system for 
insider threat detection according to an embodiment of the 
present invention. 
0019 FIG. 2 is a process flowchart of a method for insider 
threat detection according to an embodiment of the present 
invention. 
0020 FIG. 3 is a high-level illustration of an example data 
collection process according to an embodiment of the present 
invention. 
0021 FIG. 4 is an example of information-use events. 
0022 FIG. 5 illustrates example network activities and 
corresponding evaluation context. 
0023 FIG. 6 illustrates example detectors for anomalous 
activity. 
0024 FIG. 7 is an example process for developing an 
information-misuse detector. 
(0025 FIG. 8 is an example Bayesian BeliefNetwork that 
is used to generate threat scores for detecting malicious users. 
0026 FIG. 9 illustrates an example computer useful for 
implementing components of the invention. 
(0027. The present invention will be described with refer 
ence to the accompanying drawings. Generally, the drawing 
in which an element first appears is typically indicated by the 
leftmost digit(s) in the corresponding reference number. 

DETAILED DESCRIPTION OF 
EMBODIMENT(S) 

Introduction 

0028. In a computing network system, access-control 
mechanisms yield a set of illegal and legal actions for each 
network user. However, because of difficulties in designing 
and maintaining access controls for a large, dynamic organi 
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Zation given the set of legal actions, there is typically a set of 
actions that are Suspect, especially given contextual informa 
tion about a user. 
0029 Detecting misuse by legitimate users abusing their 
privileges is a complex, multi-faceted problem. This is 
because malicious insiders (MIS) can engage in a variety of 
activities and use knowledge of their organization's systems 
and networks to avoid detection. 
0030 Embodiments of the present invention that are 
described below provide methods and systems to detect insid 
ers who act on information to which they have access but 
whose activity is inappropriate or uncharacteristic of them 
based on their identity, past activity, organizational context, 
and/or the information context. 

Methods and Systems for Insider Threat Detection 
0031 FIG. 1 is a high-level illustration of a system 100 for 
insider threat detection according to an embodiment of the 
present invention. System 100 includes a plurality of network 
sensors 104, a database 106, a plurality of detectors 112, a 
Bayesian network system 114, and a user interface 116. 
0032 System 100 is configured to detect insider threats 
within a network 102. For example, network 102 may be an 
intranet of a large organization with thousands of legitimate 
USCS. 

0033 Sensors 104 are embedded within network 102 to 
detect user activity within the network. Typically, sensors 104 
are placed between clients and servers within network 102 
and are configured to monitor and collect network traffic 
associated with a set of network protocols that facilitate the 
use of information. For example, sensors 104 monitor and 
collect network packets associated with HTTP (Hypertext 
Transfer Protocol), SMTP (Simple Mail Transfer Protocol), 
FTP (File Transfer Protocol), and SMB (Server Message 
Block). Sensors 104 may also be placed on hosts to detect 
local activity that network-based sensors would not be able to 
detect. For example, a client-based sensor can detect a user 
moving files onto a removable drive or printing to a locally 
attached printer. 
0034. Database 106 includes network events 108 and con 
textual information 110. Network events 108 are generated 
from network traffic collected by sensors 104. Typically, a 
process, which may be performed offline or on-line, is used to 
process the collected network traffic and to generate informa 
tion-use events. Information-use events provide contextual 
information about the information use associated with the 
collected network traffic. In an embodiment, generating 
information-use events is done using protocol decoders, 
which are applied to collected network packets. 
0035 Contextual information 110 is information that is 
gathered about users of and the information on the network as 
well as the organization. In an embodiment, contextual infor 
mation 110 is periodically generated and/or updated. For 
example, the contextual information associated with a given 
user may include that user's information from an employee 
directory as well as information related to that user's past 
information-use activity. Information from an employee 
directory may include the user's name, office location, job 
description, seniority, and work projects. The user's network 
information-use activity includes information related to the 
user's activity patternandhistory. For example, the user's past 
behavior and that of peer groups to which the user belongs 
may be used as another form of context against which the 
user's behavior is measured. 
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0036) Information context is contextual information about 
the information on the network. In an embodiment, meta-data 
associated with documents (keywords, document ownership, 
organizational affiliation, etc.) is used to generate contextual 
information about documents. For example, the absolute 
directory path of documents can be generally used to associ 
ate the documents with the organization, project, or topic to 
which they belong. This is because most organizations use a 
relatively consistent methodology in organizing files on a 
network. This type of contextual information can be used, for 
example, to detect when users engage in browsing activity 
outside their departments/projects scope. 
0037. In addition to user and information context, organi 
Zation context is another type of contextual information that 
may be used. Organization context is related to written and 
unwritten organization-specific properties, rules, and/or poli 
cies. For example, in every organization, there are specified 
rules for performing certain types of activities, which are 
commonly known by members of the organization but are 
frequently not codified into the organization's policy. 
0038. Detectors 112 are configured to examine informa 
tion-use events for Volumetric anomalies, Suspicious and/or 
evasive behavior. Typically, detectors 112 are activity-spe 
cific. In other words, each detector is designed to detect a 
certain type of activity and to determine whether that activity, 
in context, fits a targeted behavior. In an embodiment, the 
detector considers certain characteristics of the activity, 
including the time, location, and extent of its occurrence, as 
well as contextual information related to the user performing 
the activity, the information being acted upon by the activity, 
and/or the Social network associated with the user. A social 
network associated with the user, for example, may be a group 
of organizational or professional peers of the user. 
0039) Detectors 112 generate alerts when their respective 
criteria for reporting are satisfied. These alerts are input into 
Bayesian network system 114. Bayesian network system 114 
is configured to process the alerts to generate a threat score for 
each user of the network as well as a ranking of users by threat 
scores. A user interface 116 allows analysts to prioritize 
threats and to view current and past threat scores, detector 
alerts, information-use events and contextual information to 
determine whether they correspond to real insider threats or to 
false alarms. If a generated threat corresponds to a real insider 
threat, the analysts inform appropriate organizational 
authorities to take action. In an embodiment, user interface 
116 only provides threat scores that are above a set threshold. 
0040 FIG. 2 is a process flowchart 200 of a method for 
insider threat detection according to an embodiment of the 
present invention. Process flowchart 200 begins in step 202, 
which includes monitoring the network to collect network 
activity associated with a set of network protocols. In an 
embodiment, step 202 includes collecting network packets 
associated with HTTP, SMTP, FTP, and SMB. Step 202, for 
example, may be achieved by sensors 101 in system 100 of 
FIG. 1. In other embodiments, information-use activity can 
be retrieved from other data sources including, for example, 
host-based focused observation tools and detailed audit logs. 
0041 Step 204 includes processing the collected activity 
to generate information-use events. In an embodiment, step 
204 includes applying protocol decoders to collected network 
packets. Step 204 can be performed offline or on-line and can 
be performed within sensors 101 or using a process external 
to the sensors. 
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0042 Step 206 includes generating contextual informa 
tion associated with the network. In an embodiment, step 206 
is performed periodically. The contextual information may 
include contextual information associated with users of the 
network, information located on the network, and the orga 
nization that employs the network. The contextual informa 
tion associated with a given user, for example, may include 
the user's information from an employee directory and/or 
information related to the user's current network activity, the 
user's past behavior, and the behavior of the user's peers 
and/or all users. Additionally, the contextual information may 
include information context related to the information being 
acted upon by the user. 
0043 Step 208 includes processing the information-use 
events based on the generated contextual information togen 
erate alerts. In an embodiment, step 208 includes examining 
the information-use events for Volumetric anomalies, Suspi 
cious and/or evasive behavior, which are typical types of 
behaviors of malicious insiders. For example, since a mali 
cious insider's activity occurs in addition to its normal activ 
ity, it produces detectable volumetric anomalies. Further, 
malicious insiders often engage in Suspicious behavior in 
locating high-value information or information not associ 
ated with them and/or evasive behavior to avoid detection by 
trying to modify their illicit information-use behavior. 
0044. In an embodiment, step 208 includes examining 
network activities enabled by the information-use events, in 
view of certain characteristics of the activities and contextual 
information of users performing them, to determine whether 
the network activities fit certain patterns of misuse. 
0045 Step 210 includes processing the generated alerts to 
determine a threat score for each user of the network. In an 
embodiment, step 210 is performed using a Bayesian net 
work. If a given user's threat score is above a set threshold, the 
user's activity is further examined to determine whether it 
corresponds to a real insider threat or a false alarm. In an 
embodiment, a user interface is provided to display the threat 
information to an analyst. 
0046. Further description of embodiments of the present 
invention are provided below. 

Data Collection 

0047. As described above, data collection is one compo 
nent of system and method embodiments of the present inven 
tion. Data collection involves collecting information from the 
network to generate an analysis data set, which can be used by 
Subsequent processes to detect insider threats. 
0048 FIG.3 is a high-level illustration of an example data 
collection process 300 according to an embodiment of the 
present invention. Process 300 comprises several steps 
including collecting network traffic and contextual informa 
tion, transforming the collected traffic into information-use 
events, attributing anonymous events to their associated 
users, and generating an analysis data set. 
0049. Process 300 begins with collecting network traffic 
associated with specified network protocols. In an embodi 
ment, as illustrated in FIG.3, network sensors 104 are placed 
between clients 302 and servers 304 to capture packets 306 
associated with the specified network protocols. For example, 
sensors 104 capture packets associated with HTTP, SMTP, 
FTP and SMB. In another embodiment, sensors can be placed 
directly on clients 302 and/or servers 304. In a further 
embodiment, commercially-available focused observation 
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tool products including network and desktop activity moni 
toring products can be used as sensors. 
0050. The captured packets 306 are then processed either 
offline or on-line to generate information-use events 108. In 
an embodiment, selected packets are dissected using the net 
work analyzer product EtherealTM and then processed using 
protocol decoders 310 to transform them into information 
use events. Note that only selected packets are processed as 
needed to understand the events. Further, only selected fields 
of the selected packets are extracted by the network analyzer 
product. Information-use events provide activity context 
from captured packets 306. FIG. 4 illustrates an example of 
information-use events. 
0051. In some cases, certain user actions generate inordi 
nate number of events. This can be the case, for example, for 
an action executing a “find command on a large, shared file 
system. In an embodiment, in order not to let Such events 
skew the analysis, user events are segmented based on 
changes in network protocol, changes in the server's IP 
address, and time separation between consecutive events. 
Over each segment of events, the number and rate of occur 
rence of events are calculated as well as the percentage of list 
events in the segment. If a segment is longer than 20 events 
and the frequency of events is greater than two per second, 
then the segment is labeled as a meta-event. If, in addition, the 
percentage of list events within the segment is greater than 
90%, then the segment is further labeled as being the result of 
a “find command. These meta-events can be analyzed like 
other information-use events. 
0.052 Together with network traffic collection, process 
300 also includes periodically collecting contextual informa 
tion related to the network users and the information that they 
accessed and manipulated. In example process 300, context 
sensors 308 are used to collect contextual information 110 
from an employee directory, which may include the names, 
office locations, job descriptions, seniority information, and 
work projects of the network users. As will be further 
described below, this contextual information allows for a 
contextual monitoring of information-use events and, Subse 
quently, a more accurate detection of threats. For example, a 
user's job description may be used in the analysis of his/her 
search-engine queries, or a user's behavior can be compared 
to that of his/her peers, such as those with the same job 
description or working on similar projects, to determine if the 
behavior is anomalous. 
0053 Process 300 may also include means 312 for attrib 
uting anonymous network events to their associated users. 
Further details about methods and systems of event attribu 
tion can be found in related patent application titled “Pas 
sively Attributing Anonymous Network Events to Their Asso 
ciated Users” (Attorney Docket No. 2272. 1240000), which is 
incorporated herein by reference. Optionally, process 300 
also includes anonymization of the generated network events 
108 and contextual information 110. This may be used to 
protect the privacy of network users and/or prevent analyst 
bias. Additionally, process 300 may include means 316 for 
meta-event generation. 
0054 The result of process 300 is an analysis data set 314, 
which is used by Subsequent processes to perform contextual 
analysis of information-use events and to detect any insider 
threats. 

Information-Misuse Detectors 

0055 Information-misuse detectors examine generated 
information-use events in view of collected contextual infor 
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mation to detect Volumetric anomalies, Suspicious and/or eva 
sive behavior. Information-misuse detectors are typically 
developed based on a priori knowledge of typical user behav 
ior in the network, consultation with insider threat experts, 
and/or public information about past cases of malicious insid 
ers. For example, a detector may be based on a hypothesis 
related to a set of activities in which malicious insiders might 
engage. Note, however, that detectors Suitable for one envi 
ronment may not be suitable for another environment. 
0056. In an embodiment, each detector is designed to 
detect a certain type of activity and to determine whether that 
activity, in context, fits a targeted behavior. For example, the 
detector examines certain characteristics of the activity, 
including the time, location, and extent of its occurrence, and 
evaluates the activity in context with the user's organizational 
identity, the user's past activity or that of its peers, or the 
information involved in the activity. 
0057. In an embodiment, a detector works by receiving a 
time period and a set of parameters, examining each user's 
activity during the time period, and issuing an alert if the 
user's activity meets the detector's criteria for reporting. Gen 
erally, the detector examines events of one given type such as, 
for example, browsing, printing, downloading, or searching. 
Alternatively, the detector may analyze events of different 
types, from multiple users, and/or from multiple periods of 
time. 

0058 FIG. 5 illustrates example information-use activi 
ties and corresponding evaluation context based on which 
information-misuse detectors are developed in embodiments 
of the present invention. In an embodiment, 76 detectors are 
used, which can be implemented, for example, using hand 
coded rules, parametric and non-parametric density estima 
tion, and by exploiting social networks, although the number 
of detectors used is implementation dependent. The detection 
methods used may also be implementation dependent. FIG. 6 
illustrates several example detectors. A representative few are 
described below. 

0059 Sensitive Search Terms: Typically, insiders use 
search engines to find, evaluate, and collect information. 
Most organizations can define a set of sensitive terms that 
appear in documents but that would be inappropriate for use 
as query terms. These terms vary from one organization to 
another. The term “proprietary” is an example of such terms, 
which may be considered a sensitive term. In embodiments of 
the present invention, a list of sensitive search terms can be 
constructed, with the help of domain experts, for example. A 
corresponding detector would issue an alert whenevera query 
containing one of the sensitive terms is detected. 
0060 Printing to a Non-Local Printer. In certain organi 
Zations, printing a document is often the only way to take 
information from the organization. Presumably, an insider's 
co-workers would recognize if the topic of a printed docu 
ment is inappropriate. As such, to avoid Suspicion, the insider 
may print documents that are inappropriate to distant or non 
local printers. A detector for such activity can be imple 
mented using various parameters. In an embodiment, for each 
document printed, the user who issued the print command, 
the location where the print command was issued, and the 
printer to which the command was sent are examined to 
determine whether or not the document was sent to a nearby 
printer. 
0061 Anomalous Browsing Activity: In order to identify 
high-value information with which they may not be familiar, 
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MIS may perform a high degree of browsing. Typically, a 
user's past browsing pattern is taken into account in examin 
ing Such anomalous activity. 
0062 An example of detectors used to detect anomalous 
browsing activity is one that alerts when a user browses an 
anomalous number of documents in a 15-minute period of 
time. In typical environments, statistical measurements indi 
cate that the number of documents browsed by a user in a 
15-minute time period follow a folded-normal distribution 
(normally distributed data with no negative values and a posi 
tive mean). In an embodiment, for a given time period and 
user, the detector calculates the maximum number of browses 
by the user during any 15-minute interval with the time 
period. The detector then retrieves the number of browses by 
the user during each 15-minute period going back a certain 
number of days from the start of the time period. Based on the 
calculated and retrieved data, the detector then estimates the 
parameters of a folded-normal probability density function 
(pdf) (mean, standard deviation, and the number of non-zero 
15-minute intervals) and uses the pdf to calculate the prob 
ability that the user conducts the maximum number of 
browses observed in the time period. If the calculated prob 
ability is lower than a pre-determined threshold, then the 
detector issues an alert. In another embodiment, the detector 
can be implemented using a kernel-density estimator. 
0063 Detectors may also be used for other types of infor 
mation-use activities including, for example, printing a large 
document, downloading a large number of documents, or 
executing a large number of search queries. 
0064 Retrieving Documents Outside of One's Social Net 
work: Insiders often steal information to which they have 
access but that is outside the scope of their duties and, thus, 
not closely associated with them. This disassociation makes it 
more difficult for an organization to determine a leak's Source 
when it discovers an information compromise. To enable a 
detector for this type of activity, embodiments of the present 
invention build a social networkfor each user to determine the 
extent that the user normally retrieves documents from loca 
tions associated with people inside or outside his/her Social 
network. A user's Social network may include, for example, 
people in the user's department, people that the user emails, 
and/or people with whom the user works on projects. In an 
embodiment, a detector for this activity works by counting the 
number of documents that a user retrieves that are associated 
with users from outside his/her network and compares this 
count to a pre-determined threshold. The threshold is set 
according to the user's past behavior and can be measured by 
determining the percentage of documents that the user 
retrieved from outside his/her network over a statistically 
representative period of time. 
0065 FIG. 7 is an example process 700 for developing an 
information-misuse detector. Process 700 begins in step 702, 
which includes formulating a hypothesis to detect an anoma 
lous behavior. For example, step 702 can be performed using 
past cases of malicious insiders or assistance from Subject 
matter experts. 
0066. In step 704, the behavior sought to be detected is 
examined to determine whether it is measurable. This can be 
done by examining behavioral data sources and/or contextual 
data sources to determine whether sufficient information is 
available to measurably characterize the behavior. 
0067. If the behavior is measurable, step 706 includes 
developing a measure for the behavior. Subsequently, the 
developed measure is used in step 708 to develop a back 
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ground context, which, for example, statistically describes 
this behavior for all users or sub-groups of users of the net 
work. 
0068 Based on the background context, step 710 includes 
determining whether the behavior is common among the 
users. If common, then the behavior is likely a normal behav 
ior in the network and detecting MIs through the behavior 
would be highly difficult given that there is little or no dis 
crimination between legitimate and MI behavior. Otherwise, 
step 712 includes establishing the reporting criteria for the 
behavior, which may be used by a detector to issue alerts 
when the behavior becomes anomalous. Subsequently, in 
steps 714 and 716, the detector is built, tested, and validated 
to ensure that it achieves a high level of detection and a 
manageable level of false alarms. In step 718, conditional 
probabilities are developed by subject matter experts, which 
are used in a Bayesian Network, as will be described below, to 
generate threat scores for users of the network. 

Threat Ranking. Using a Bayesian BeliefNetwork 
0069. For any given user, the supported detectors may alert 
in any combination depending on the activity of the user. In an 
embodiment of the present invention, a set of 76 detectors is 
built to detect distinct types of user activity. As such, 27 
possible combinations of alerts are possible. A human analyst 
would thus be unable to comprehend the meaning or the 
severity of such alerts for all but the smallest of organizations. 
0070. In one approach, a ranking system is used to rank the 
users of the network using a “threat score' for each user based 
on his/her activity over a specified time period. Subsequently, 
users with threat scores above a certain threshold can have 
their activity further examined by analysts. 
0071. In an embodiment, a Bayesian Belief network is 
used to implement this approach. Bayesian Belief networks 
are generally well known. Bayesian Belief networks as 
applied to embodiments of the present invention shall now be 
described in greater detail. In an embodiment, for each user of 
the network, the user's information-use events and contextual 
information are provided to the set of detectors, which will 
accordingly issue a set of alerts. The alerts are then input into 
a Bayesian network system to calculate the threat score of the 
USC. 

0072 FIG. 8 is an example Bayesian Belief network 800 
that illustrates the calculation of a user's threat score. The 
values shown in FIG. 8 are for illustration only. Example 
Bayesian Belief network 800 is a tree-structure network. 
Embodiments of the present invention are not limited to 
example Bayesian network 800. In other embodiments, 
Bayesian networks with other structures including multivari 
ate and/or numeric random variables can be used. 
0073. Example network 800 is a tree-structured network, 
with each node in the network representing a random vari 
able. For example, node 802 represents the random variable 
Malicious Insider. Since node 802 is a parent-less node, the 
“True' and “False' values associated with that node represent 
prior probabilities. For example, the probability that a user is 
a malicious insider is 0.1% according to the example of FIG. 
8. The probability that a user is not a malicious insider is 
99.9%. Typically, these prior probabilities vary from one 
organization to another and can be determined with the help 
of subject matter experts based on the size and type of the 
organization. 
0074 The second level nodes 804, 806, and 808 represent 
random variables associated with different types of behaviors 
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in the network. For example, node 804 is associated with 
Behavior 1, which, for example, is the suspicious behavior of 
printing to a non-local printer. Nodes 804, 806, and 808 are 
children nodes of node 802. As such, the “True' and “False' 
values associated with them represent conditional probabili 
ties based on the random value in node 802 being true. For 
example, the “True' value of 4.01% associated with node 804 
represents the conditional probability that Behavior 1 occurs 
given that the user is a malicious insider. On the other hand, 
the “False' value of 95.9% associated with node 804 repre 
sents the conditional probability that Behavior 1 does not 
occur given that the user is a malicious insider. The “True' 
and “False' values associated with nodes 804, 806, and 808 
can be estimated or elicited from domain experts and vary 
from one type of behavior to another. 
(0075. The third level nodes 810, 812, and 814 represent 
random variables associated with the detectors that have 
issued alerts due to the user's events. For example, node 810 
is associated with Detector 1, which is the detector config 
ured to detect Behavior 1. Nodes 810, 812, and 814 are 
children nodes of nodes 804, 806, and 808, respectively. As 
such, the “True' and "False' values associated with each of 
them represent conditional probabilities. For example, the 
“True' value of 96.3% associated with node 810 represents 
the conditional probability that Detector 1 issues an alert 
given that Behavior 1 occurs. In other words, it is the “true 
positive' rate of Detector 1 given that Behavior 1 occurs. On 
the other hand, the “False' value of 3.61% represents the 
conditional probability that Detector 1 does not issue an alert 
given that Behavior 1 occurs or the “False positive' rate of 
Detector 1. 
0076. The “True' and “False' values associated with 
nodes 810, 812, and 814 are determined based on the type of 
detector. The conditional probabilities of these nodes can be 
estimated or determined with the help of domain experts. For 
“rule-based detectors, the conditional probabilities 
approach 100% and 0% for the “true positive” and “false 
positive' rates, respectively. Rule-based detectors are config 
ured to test whether an activity occurred using a rule. For 
example, a detector configured to detect whether a user 
printed to a non-local printer is a rule-based detector, and 
assuming that no errors occur in the system, its “true positive' 
rate should be 100%. On the other hand, for “statistics-based 
detectors, the conditional probabilities are determined based 
on statistical distributions associated with the behavior being 
monitored. For example, a detector that alerts when a user 
prints an anomalously large number of documents uses an 
estimator based on a folded-normal distribution. 

Example Implementation and Evaluation 

(0077. The ELICIT (Exploit Latent Information to Counter 
Insider Threats) system is an example implementation of an 
example embodiment of the present invention. 
0078. In an evaluation of ELICIT, a data set was derived 
from 284 days of network traffic collected from an opera 
tional corporate intranet. This data collection and processing 
was performed over a period of 13 months and included the 
processing of 16 terabytes of raw packets into more than 91 
million network events for more than 3,900 users. The net 
work events were then examined to characterize the search 
ing, browsing, downloading, and printing activity of indi 
viduals, groups of individuals, and the organization as a 
whole. 
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0079 Based on analysis, research, and consultation with 
domain experts, 76 detectors and a Bayesian network were 
developed that generates an overall threat score for each user 
in the organization. A web-based interface was also devel 
oped, which allows analysts to view daily threat scores, focus 
on individuals of interest, execute tailored analyses, and 
examine the events that led to individual results. 

0080. To evaluate ELICIT, scenarios based on information 
from real, publicly-available cases were developed, adapted 
to the corporate intranet, and executed during normal network 
operation. Over a period of two months, using a threat score 
threshold of 0.5, ELICIT detected the insiders on 16 of the 19 
days that they were active, corresponding to a detection rate 
of 0.84. During the same period, ELICIT scored an average of 
1.548 users per day, with an average of 23 users scoring high 
enough to warrant further scrutiny. This translated into 
ELICIT having an average false-positive rate of 0.015. 

Example Computer Implementation 

0081. In an embodiment of the present invention, the sys 
temand components of the present invention described herein 
are implemented using well known computers, such as com 
puter 902 shown in FIG.9. 
0082. The computer 902 can be any commercially avail 
able and well known computer capable of performing the 
functions described herein, such as computers available from 
International Business Machines, Apple, Sun, HP, Dell, Com 
paq. Digital, Cray, etc. 
0083. The computer 902 includes one or more processors 
(also called central processing units, or CPUs). Such as a 
processor 906. The processor 906 is connected to a commu 
nication bus 904. 
0084. The computer 902 also includes a main or primary 
memory 908, such as random access memory (RAM). The 
primary memory 908 has stored therein control logic 928A 
(computer software), and data. 
0085. The computer 902 also includes one or more sec 
ondary storage devices 910. The secondary storage devices 
910 include, for example, a hard disk drive 912 and/or a 
removable storage device or drive 914, as well as other types 
of storage devices, such as memory cards and memory Sticks. 
The removable storage drive 914 represents a floppy disk 
drive, a magnetic tape drive, a compact disk drive, an optical 
storage device, tape backup, etc. 
I0086. The removable storage drive 914 interacts with a 
removable storage unit 916. The removable storage unit 916 
includes a computer useable or readable storage medium 924 
having stored therein computer software 928B (control logic) 
and/or data. Removable storage unit 916 represents a floppy 
disk, magnetic tape, compact disk, DVD, optical storage disk, 
or any other computer data storage device. The removable 
storage drive 914 reads from and/or writes to the removable 
storage unit 916 in a well known manner. 
0087. The computer 902 also includes input/output/dis 
play devices 922. Such as monitors, keyboards, pointing 
devices, etc. 
0088. The computer 902 further includes a communica 
tion or network interface 918. The network interface 918 
enables the computer 902 to communicate with remote 
devices. For example, the network interface 918 allows the 
computer 902 to communicate over communication networks 
or mediums 924B (representing a form of a computeruseable 
or readable medium), such as LANs, WANs, the Internet, etc. 
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The network interface 918 may interface with remote sites or 
networks via wired or wireless connections. 
I0089 Control logic 928C may be transmitted to and from 
the computer 902 via the communication medium 924B. 
More particularly, the computer 902 may receive and transmit 
carrier waves (electromagnetic signals) modulated with con 
trol logic 930 via the communication medium 924B. 
0090 Any apparatus or manufacture comprising a com 
puter useable or readable medium having control logic (soft 
ware) stored therein is referred to herein as a computer pro 
gram product or program storage device. This includes, but is 
not limited to, the computer 902, the main memory 908, the 
secondary storage devices 910, the removable storage unit 
916 and the carrier waves modulated with control logic 930. 
Such computer program products, having control logic stored 
therein that, when executed by one or more data processing 
devices, cause Such data processing devices to operate as 
described herein, represent embodiments of the invention. 
0091. The invention can work with software, hardware, 
and/or operating system implementations other than those 
described herein. Any Software, hardware, and operating sys 
tem implementations suitable for performing the functions 
described herein can be used. 

Conclusion 

0092. While various embodiments of the present invention 
have been described above, it should be understood that they 
have been presented by way of example only, and not limita 
tion. It will be apparent to persons skilled in the relevant art 
that various changes in form and detail can be made therein 
without departing from the spirit and scope of the invention. 
Thus, the breadth and scope of the present invention should 
not be limited by any of the above-described exemplary 
embodiments, but should be defined only in accordance with 
the following claims and their equivalents. 
What is claimed is: 
1. A method for insider threat detection in a network, 

comprising: 
monitoring the network to collect network traffic associ 

ated with a set of network protocols: 
generating information-use events based on the collected 

network traffic; 
generating contextual information associated with the net 

work; 
processing the information-use events in view of the gen 

erated contextual information to generate alerts for a 
user of the network when network activity of said user 
Substantially matches one or more types of targeted 
behaviors; 

processing the generated alerts to determine a threat score 
for said user. 

2. The method of claim 1, wherein said step of generating 
information-use events comprises: 

applying protocol decoders to the collected network traffic; 
and 

attributing the generated information-use events to associ 
ated users. 

3. The method of claim 1, wherein said step of generating 
contextual information comprises: generating contextual 
information associated with at least one of users of the net 
work, groups of users of the network, and all users of the 
network. 

4. The method of claim 1, wherein said step of generating 
contextual information comprises: 
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retrieving information associated with users of the net 
work; and 

collecting information related to at least one of past and 
current network activity of users of the network. 

5. The method of claim 1, wherein said step of generating 
contextual information comprises: 

generating contextual information associated with infor 
mation located on the network. 

6. The method of claim 5, further comprising: 
using meta-data associated with said information to gen 

erate said contextual information. 
7. The method of claim 1, wherein said step of generating 

contextual information comprises: 
generating contextual information associated with an orga 

nization employing the network, wherein said contex 
tual information includes information associated with 
organization-specific properties, rules, and policies. 

8. The method of claim 1, wherein said step of generating 
contextual information is performed periodically. 

9. The method of claim 1, wherein said step of processing 
the information-use events comprises: 

processing the information-use events to determine at least 
one of Volumetric anomalies, Suspicious and evasive 
behavior. 

10. The method of claim 1, further comprising: 
further examining the network activity of said user when 

the threat score associated with said user is above a 
pre-determined threshold. 

11. The method of claim 1, wherein said step of processing 
the information-use events comprises: 

receiving a time period; and 
providing the information-use events associated with said 

user during said time period and appropriate context to a 
set of detectors, wherein each of said detectors is con 
figured to detect a respective type of anomalous behav 
1O. 

12. A system for insider threat detection in a network, 
comprising: 

a plurality of network sensors configured to collect net 
work traffic associated with a set of protocols; 

a plurality of context sensors configured to collect contex 
tual information associated with the network; 

a plurality of protocol decoders configured to generate 
information-use events based on said collected network 
traffic; 

a database configured to maintain an analysis data set, 
wherein said analysis data set includes said information 
use events and contextual information; 

a plurality of detectors configured to generate alerts when 
behavior hypothesized to be malicious is detected based 
on said analysis data set; and 

a Bayesian network module configured to receive the gen 
erated alerts and to generate threat scores for users of the 
network. 

13. The system of claim 12, further comprising: 
a user interface configured to control said network sensors, 

context sensors, protocol decoders, database, detectors, 
and Bayesian network. 

14. The system of claim 12, further comprising: 
a user interface configured to present events, context, 

alerts, threat scores, and analysis results in textual, 
numeric, and graphical forms. 

15. The system of claim 12, wherein said network sensors 
are located between clients and servers of the network. 
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16. The system of claim 12, wherein each of said plurality 
of detectors is configured to detect a respective targeted 
behavior. 

17. The system of claim 12, wherein said detectors are 
configured to process the generated information-use events 
associated with users of the network in view of the collected 
contextual information to detect at least one of volumetric 
anomalies, Suspicious and evasive behavior in said each 
user's activity. 

18. The system of claim 12, wherein one or more of said 
detectors are developed based on a priori knowledge of at 
least one of typical user behavior in the network, consultation 
with insider threat experts, and public information about past 
cases of malicious insiders. 

19. The system of claim 12, wherein at least one of said 
detectors is a rule-based detector that is configured to deter 
mine whether a respective behavior occurs in the network. 

20. The system of claim 12, wherein at least one of said 
detectors is a statistics-based detector that is configured to 
determine whetheran observed behavior is anomalous based 
on a statistical distribution function associated with the 
behavior. 

21. The system of claim 12, wherein the Bayesian network 
module is configured to generate for a user of the network the 
probability that said user is a malicious insider given the 
generated alerts associated with the user. 

22. A computer program product comprising a computer 
useable medium having computer program logic recorded 
thereon for enabling a processor to detect insider threats in a 
network, the computer program logic comprising: 

monitoring means for enabling a processor to monitor the 
network to collect network traffic associated with a set of 
network protocols; 

first generating means for enabling a processor to generate 
information-use events based on the collected network 
traffic; 

second generating means for enabling a processor to gen 
erate contextual information associated with the net 
work; 

first processing means for enabling a processor to process 
the information-use events in view of the generated con 
textual information to generate alerts for users of the 
network when network activity of said users substan 
tially matches one or more types of anomalous behav 
iors; and 

second processing means for enabling a processor to pro 
cess the generated alerts to determine threat scores for 
said users. 

23. The computer program product of claim 22, wherein 
the computer program logic further comprises: 

decoding means for enabling a processor to apply protocol 
decoders to the collected network traffic; and 

attributing means for enabling a processor to attribute the 
generated information-use events to their associated 
USCS. 

24. The computer program product of claim 22, wherein 
the computer program logic further comprises: 

third generating means for enabling a processor to generate 
contextual information associated with at least one of 
users of the network, groups of users of the network, and 
all users of the network. 

c c c c c 


