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(57) ABSTRACT

Various techniques are disclosed for providing a wearable
apparatus having an integrated infrared imaging module. In
one example, a wearable apparatus implemented as a self-
contained breathing apparatus (SCBA) may include a shield
to protect a user from an external environment, one or more
infrared imaging modules, a projector, a processor, and a
communication module for projecting a user-viewable ther-
mal image onto a surface of the shield. Such infrared imaging
modules may be positioned internal to the SCBA for protec-
tion from a hazardous external environment. In another
example, a wearable apparatus implemented as a welding
mask may include one or more infrared imaging modules, a
projector, a processor, and a communication module, so as to
project a user-viewable thermal image onto a surface of a
shield of the welding mask, while at the same time protecting
these components and the welder’s face from a harsh welding
environment.
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WEARABLE APPARATUS WITH
INTEGRATED INFRARED IMAGING
MODULE
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APPLICATIONS
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hereby incorporated by reference it its entirety.
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TECHNICAL FIELD

[0017] One or more embodiments of the invention relate
generally to thermal imaging devices and more particularly,
for example, to wearable devices for use with thermal imag-
ing devices.

BACKGROUND

[0018] Various wearable devices have been developed to
protect users while in hazardous environments. For example,
self-contained breathing apparatus (SOBA) devices are
widely utilized by firefighters and other emergency personnel
to supply breathable air, as well as to protect their facial areas
from heat, flames, debris, and other harmful elements when
working in hazardous environments. In another example,
welding masks are worn by welders to protect their facial
areas from intense light, heat, sparks, and other harmful ele-
ments that may be generated during welding.

[0019] In these and other conditions, visible light imaging
sensors (e.g., CCD-based or CMOS-based sensors) typically
cannot capture useful images of surrounding environments
when visibility is compromised. Conventional infrared cam-
eras (e.g., used to capture thermal images) may also be unsuit-
able, because such cameras are typically too bulky and heavy,
and are generally handheld or otherwise positioned external
to the user. Also, field of view discrepancies and misalign-
ment issues may occur, between where a user may be looking
relative to where the conventional infrared camera is pointed,
due to the externally mounted infrared camera (e.g., mounted
on the helmet of the user) not being completely aligned and
tracking precisely the head movements of the user. Moreover,
external housings may be required to protect conventional
infrared cameras from hazardous external environments.
Such housings may add even further bulk and weight, and
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thus make conventional infrared cameras even more unsuit-
able for use in hazardous environments.

[0020] In addition, it is often difficult for users to view
images while engaged in hazardous environments. For
example, certain conventional displays (e.g., LCD screens to
present images for a user to view directly and/or through a
scope) are often problematic when used in hazardous envi-
ronments. In this regard, external handheld display screens
may be unwieldy and may limit the ability of a user to engage
in activities. If provided within a mask of a wearable device,
a conventional display may actually obstruct a user’s view
and may make it difficult for the user to adjust the screen
position or to simultaneously view the surrounding external
environment. Moreover, the mounting of conventional dis-
plays (e.g., screens, scopes, and/or eyepieces) at the outer
periphery of a user’s mask may adversely shift the center of
gravity of the wearable device forward which may encumber
and fatigue the user.

SUMMARY

[0021] Various techniques are disclosed for providing a
wearable apparatus having a shield, an infrared imaging mod-
ule, and a projector to present a user-viewable thermal image
of an external environment on a surface of the shield. For
example, a self-contained breathing apparatus (SCBA) may
include a shield to protect a user from an external environ-
ment, one or more infrared imaging modules, a projector, a
processor, and a communication module for projecting a user-
viewable thermal image onto a surface of the shield. Such
infrared imaging modules may be positioned internal to the
SCBA so that they are also protected from the external envi-
ronment, such as a hazardous environment. In another
example, a welding mask may include one or more infrared
imaging modules, a projector, a processor, and a communi-
cation module, so as to project a user-viewable thermal image
onto a surface of a shield of the welding mask, while at the
same time protecting these components and the welder’s face
from a harsh welding environment.

[0022] Inoneembodiment,awearable apparatus includes a
shield configured to protect at least a portion of a user’s face
from an external environment; an infrared imaging module
comprising a focal plane array (FPA) configured to capture a
thermal image of the external environment; a processor con-
figured to convert the thermal image into a user-viewable
image ofthe external environment; and a projector configured
to project the user-viewable image onto an inner surface of the
shield for viewing by the user while wearing the apparatus.
[0023] In another embodiment, a method of operating a
wearable apparatus includes capturing, at a focal plane array
(FPA) of an infrared imaging module of the wearable appa-
ratus, a thermal image of an external environment; converting
the thermal image into a user-viewable image of the external
environment; and projecting the user-viewable image onto an
inner surface of'a shield of the wearable apparatus for viewing
by the user, wherein the shield protects at least a portion of the
user’s face while the wearable apparatus is worn by the user.
[0024] In another embodiment, a method of constructing a
wearable apparatus includes providing a shield for protecting
at least a portion of a user’s face from an external environ-
ment; positioning an infrared imaging module relative to the
shield, wherein the infrared imaging module comprises a
focal plane array (FPA) configured to capture a thermal image
of'the external environment while the apparatus is worn by the
user; positioning a projector relative to the shield, wherein the
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projector is configured to project a user-viewable image of the
external environment onto an inner surface of the shield for
viewing by the user while wearing the apparatus; and com-
municatively coupling a processor with the infrared imaging
module and the projector.

[0025] The scope of the invention is defined by the claims,
which are incorporated into this section by reference. A more
complete understanding of embodiments of the invention will
be afforded to those skilled in the art, as well as a realization
of additional advantages thereof, by a consideration of the
following detailed description of one or more embodiments.
Reference will be made to the appended sheets of drawings
that will first be described briefly.

BRIEF DESCRIPTION OF THE DRAWINGS

[0026] FIG. 1 illustrates an infrared imaging module con-
figured to be implemented in a host device in accordance with
an embodiment of the disclosure.

[0027] FIG. 2 illustrates an assembled infrared imaging
module in accordance with an embodiment of the disclosure.
[0028] FIG. 3 illustrates an exploded view of an infrared
imaging module juxtaposed over a socket in accordance with
an embodiment of the disclosure.

[0029] FIG. 4 illustrates a block diagram of an infrared
sensor assembly including an array of infrared sensors in
accordance with an embodiment of the disclosure.

[0030] FIG. 5 illustrates a flow diagram of various opera-
tions to determine non-uniformity correction (NUC) terms in
accordance with an embodiment of the disclosure.

[0031] FIG. 6 illustrates differences between neighboring
pixels in accordance with an embodiment of the disclosure.
[0032] FIG. 7 illustrates a flat field correction technique in
accordance with an embodiment of the disclosure.

[0033] FIG. 8 illustrates various image processing tech-
niques of FIG. 5 and other operations applied in an image
processing pipeline in accordance with an embodiment of the
disclosure.

[0034] FIG. 9 illustrates a temporal noise reduction process
in accordance with an embodiment of the disclosure.

[0035] FIG. 10 illustrates particular implementation details
of several processes of the image processing pipeline of FIG.
8 in accordance with an embodiment of the disclosure.
[0036] FIG. 11 illustrates spatially correlated fixed pattern
noise (FPN) in a neighborhood of pixels in accordance with
an embodiment of the disclosure.

[0037] FIG. 12 illustrates a block diagram of a wearable
apparatus in accordance with an embodiment of the disclo-
sure.

[0038] FIGS. 13A-C illustrate various views of a wearable
apparatus implemented as a self-contained breathing appara-
tus (SCBA) in accordance with embodiments of the disclo-
sure.

[0039] FIGS. 14A-B illustrate side views of several wear-
able apparatuses implemented as welding masks in accor-
dance with various embodiments of the disclosure.

[0040] FIG. 15 illustrates a process to present a user-view-
able thermal image on a wearable apparatus in accordance
with an embodiment of the disclosure.

[0041] Embodiments of the invention and their advantages
are best understood by referring to the detailed description
that follows. It should be appreciated that like reference
numerals are used to identify like elements illustrated in one
or more of the figures.
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DETAILED DESCRIPTION

[0042] FIG. 1 illustrates an infrared imaging module 100
(e.g., an infrared camera or an infrared imaging device) con-
figured to be implemented in a host device 102 in accordance
with an embodiment of the disclosure. Infrared imaging mod-
ule 100 may be implemented, for one or more embodiments,
with a small form factor and in accordance with wafer level
packaging techniques or other packaging techniques.

[0043] In one embodiment, infrared imaging module 100
may be configured to be implemented in a small portable host
device 102, such as a mobile telephone, a tablet computing
device, a laptop computing device, a personal digital assis-
tant, a visible light camera, a music player, or any other
appropriate mobile device. In this regard, infrared imaging
module 100 may be used to provide infrared imaging features
to host device 102. For example, infrared imaging module
100 may be configured to capture, process, and/or otherwise
manage infrared images and provide such infrared images to
host device 102 for use in any desired fashion (e.g., for further
processing, to store in memory, to display, to use by various
applications running on host device 102, to export to other
devices, or other uses).

[0044] In various embodiments, infrared imaging module
100 may be configured to operate at low voltage levels and
over a wide temperature range. For example, in one embodi-
ment, infrared imaging module 100 may operate using a
power supply of approximately 2.4 volts, 2.5 volts, 2.8 volts,
or lower voltages, and operate over a temperature range of
approximately —20 degrees C. to approximately +60 degrees
C. (e.g., providing a suitable dynamic range and performance
over an environmental temperature range of approximately
80 degrees C.). In one embodiment, by operating infrared
imaging module 100 at low voltage levels, infrared imaging
module 100 may experience reduced amounts of self heating
in comparison with other types of infrared imaging devices.
As a result, infrared imaging module 100 may be operated
with reduced measures to compensate for such self heating.
[0045] As shown in FIG. 1, host device 102 may include a
socket 104, a shutter 105, motion sensors 194, a processor
195, a memory 196, a display 197, and/or other components
198. Socket 104 may be configured to receive infrared imag-
ing module 100 as identified by arrow 101. In this regard,
FIG. 2 illustrates infrared imaging module 100 assembled in
socket 104 in accordance with an embodiment of the disclo-
sure.

[0046] Motion sensors 194 may be implemented by one or
more accelerometers, gyroscopes, or other appropriate
devices that may be used to detect movement of host device
102. Motion sensors 194 may be monitored by and provide
information to processing module 160 or processor 195 to
detect motion. In various embodiments, motion sensors 194
may be implemented as part of host device 102 (as shown in
FIG. 1), infrared imaging module 100, or other devices
attached to or otherwise interfaced with host device 102.
[0047] Processor 195 may be implemented as any appro-
priate processing device (e.g., logic device, microcontroller,
processor, application specific integrated circuit (ASIC), or
other device) that may be used by host device 102 to execute
appropriate instructions, such as software instructions pro-
vided in memory 196. Display 197 may be used to display
captured and/or processed infrared images and/or other
images, data, and information. Other components 198 may be
used to implement any features of host device 102 as may be
desired for various applications (e.g., clocks, temperature
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sensors, a visible light camera, or other components). In
addition, a machine readable medium 193 may be provided
for storing non-transitory instructions for loading into
memory 196 and execution by processor 195.

[0048] In various embodiments, infrared imaging module
100 and socket 104 may be implemented for mass production
to facilitate high volume applications, such as for implemen-
tation in mobile telephones or other devices (e.g., requiring
small form factors). In one embodiment, the combination of
infrared imaging module 100 and socket 104 may exhibit
overall dimensions of approximately 8.5 mm by 8.5 mm by
5.9 mm while infrared imaging module 100 is installed in
socket 104.

[0049] FIG. 3illustrates an exploded view of infrared imag-
ing module 100 juxtaposed over socket 104 in accordance
with an embodiment of the disclosure. Infrared imaging mod-
ule 100 may include a lens barrel 110, a housing 120, an
infrared sensor assembly 128, a circuit board 170, a base 150,
and a processing module 160.

[0050] Lens barrel 110 may at least partially enclose an
optical element 180 (e.g., a lens) which is partially visible in
FIG. 3 through an aperture 112 in lens barrel 110. Lens barrel
110 may include a substantially cylindrical extension 114
which may be used to interface lens barrel 110 with an aper-
ture 122 in housing 120.

[0051] Infrared sensor assembly 128 may be implemented,
for example, with a cap 130 (e.g., a lid) mounted on a sub-
strate 140. Infrared sensor assembly 128 may include a plu-
rality of infrared sensors 132 (e.g., infrared detectors) imple-
mented in an array or other fashion on substrate 140 and
covered by cap 130. For example, in one embodiment, infra-
red sensor assembly 128 may be implemented as a focal plane
array (FPA). Such a focal plane array may be implemented,
for example, as a vacuum package assembly (e.g., sealed by
cap 130 and substrate 140). In one embodiment, infrared
sensor assembly 128 may be implemented as a wafer level
package (e.g., infrared sensor assembly 128 may be singu-
lated from a set of vacuum package assemblies provided on a
wafer). In one embodiment, infrared sensor assembly 128
may be implemented to operate using a power supply of
approximately 2.4 volts, 2.5 volts, 2.8 volts, or similar volt-
ages.

[0052] Infrared sensors 132 may be configured to detect
infrared radiation (e.g., infrared energy) from a target scene
including, for example, mid wave infrared wave bands
(MWIR), long wave infrared wave bands (LWIR), and/or
other thermal imaging bands as may be desired in particular
implementations. In one embodiment, infrared sensor assem-
bly 128 may be provided in accordance with wafer level
packaging techniques.

[0053] Infrared sensors 132 may be implemented, for
example, as microbolometers or other types of thermal imag-
ing infrared sensors arranged in any desired array pattern to
provide a plurality of pixels. In one embodiment, infrared
sensors 132 may be implemented as vanadium oxide (VOx)
detectors with a 17 um pixel pitch. In various embodiments,
arrays of approximately 32 by 32 infrared sensors 132,
approximately 64 by 64 infrared sensors 132, approximately
80 by 64 infrared sensors 132, or other array sizes may be
used.

[0054] Substrate 140 may include various circuitry includ-
ing, for example, a read out integrated circuit (ROIC) with
dimensions less than approximately 5.5 mm by 5.5 mm in one
embodiment. Substrate 140 may also include bond pads 142
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that may be used to contact complementary connections posi-
tioned on inside surfaces of housing 120 when infrared imag-
ing module 100 is assembled as shown in FIG. 3. In one
embodiment, the ROIC may be implemented with low-drop-
out regulators (LDO) to perform voltage regulation to reduce
power supply noise introduced to infrared sensor assembly
128 and thus provide an improved power supply rejection
ratio (PSRR). Moreover, by implementing the LDO with the
ROIC (e.g., within a wafer level package), less die area may
be consumed and fewer discrete die (or chips) are needed.
[0055] FIG. 4 illustrates a block diagram of infrared sensor
assembly 128 including an array of infrared sensors 132 in
accordance with an embodiment of the disclosure. In the
illustrated embodiment, infrared sensors 132 are provided as
partofaunitcell array of a ROIC 402. ROIC 402 includes bias
generation and timing control circuitry 404, column amplifi-
ers 405, a column multiplexer 406, a row multiplexer 408, and
an output amplifier 410. Image frames (e.g., thermal images)
captured by infrared sensors 132 may be provided by output
amplifier 410 to processing module 160, processor 195, and/
or any other appropriate components to perform various pro-
cessing techniques described herein. Although an 8 by 8 array
is shown in FIG. 4, any desired array configuration may be
used in other embodiments. Further descriptions of ROICs
and infrared sensors (e.g., microbolometer circuits) may be
found in U.S. Pat. No. 6,028,309 issued Feb. 22, 2000, which
is incorporated herein by reference in its entirety.

[0056] Infrared sensor assembly 128 may capture images
(e.g., image frames) and provide such images from its ROIC
at various rates. Processing module 160 may be used to per-
form appropriate processing of captured infrared images and
may be implemented in accordance with any appropriate
architecture. In one embodiment, processing module 160
may be implemented as an ASIC. In this regard, such an ASIC
may be configured to perform image processing with high
performance and/or high efficiency. In another embodiment,
processing module 160 may be implemented with a general
purpose central processing unit (CPU) which may be config-
ured to execute appropriate software instructions to perform
image processing, coordinate and perform image processing
with various image processing blocks, coordinate interfacing
between processing module 160 and host device 102, and/or
other operations. In yet another embodiment, processing
module 160 may be implemented with a field programmable
gate array (FPGA). Processing module 160 may be imple-
mented with other types of processing and/or logic circuits in
other embodiments as would be understood by one skilled in
the art.

[0057] Inthese and other embodiments, processing module
160 may also be implemented with other components where
appropriate, such as, volatile memory, non-volatile memory,
and/or one or more interfaces (e.g., infrared detector inter-
faces, inter-integrated circuit (12C) interfaces, mobile indus-
try processor interfaces (MIDI), joint test action group
(JTAG) interfaces (e.g., IEEE 1149.1 standard test access port
and boundary-scan architecture), and/or other interfaces).
[0058] In some embodiments, infrared imaging module
100 may further include one or more actuators 199 which may
be used to adjust the focus of infrared image frames captured
by infrared sensor assembly 128. For example, actuators 199
may be used to move optical element 180, infrared sensors
132, and/or other components relative to each other to selec-
tively focus and defocus infrared image frames in accordance
with techniques described herein. Actuators 199 may be
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implemented in accordance with any type of motion-inducing
apparatus or mechanism, and may positioned at any location
within or external to infrared imaging module 100 as appro-
priate for different applications.

[0059] When infrared imaging module 100 is assembled,
housing 120 may substantially enclose infrared sensor assem-
bly 128, base 150, and processing module 160. Housing 120
may facilitate connection of various components of infrared
imaging module 100. For example, in one embodiment, hous-
ing 120 may provide electrical connections 126 to connect
various components as further described.

[0060] Electrical connections 126 (e.g., conductive electri-
cal paths, traces, or other types of connections) may be elec-
trically connected with bond pads 142 when infrared imaging
module 100 is assembled. In various embodiments, electrical
connections 126 may be embedded in housing 120, provided
on inside surfaces of housing 120, and/or otherwise provided
by housing 120. Electrical connections 126 may terminate in
connections 124 protruding from the bottom surface of hous-
ing 120 as shown in FIG. 3. Connections 124 may connect
with circuit board 170 when infrared imaging module 100 is
assembled (e.g., housing 120 may rest atop circuit board 170
in various embodiments). Processing module 160 may be
electrically connected with circuit board 170 through appro-
priate electrical connections. As a result, infrared sensor
assembly 128 may be electrically connected with processing
module 160 through, for example, conductive electrical paths
provided by: bond pads 142, complementary connections on
inside surfaces of housing 120, electrical connections 126 of
housing 120, connections 124, and circuit board 170. Advan-
tageously, such an arrangement may be implemented without
requiring wire bonds to be provided between infrared sensor
assembly 128 and processing module 160.

[0061] Invarious embodiments, electrical connections 126
in housing 120 may be made from any desired material (e.g.,
copper or any other appropriate conductive material). In one
embodiment, electrical connections 126 may aid in dissipat-
ing heat from infrared imaging module 100.

[0062] Other connections may be used in other embodi-
ments. For example, in one embodiment, sensor assembly
128 may be attached to processing module 160 through a
ceramic board that connects to sensor assembly 128 by wire
bonds and to processing module 160 by a ball grid array
(BGA). In another embodiment, sensor assembly 128 may be
mounted directly on a rigid flexible board and electrically
connected with wire bonds, and processing module 160 may
be mounted and connected to the rigid flexible board with
wire bonds or a BGA.

[0063] The various implementations of infrared imaging
module 100 and host device 102 set forth herein are provided
for purposes of example, rather than limitation. In this regard,
any ofthe various techniques described herein may be applied
to any infrared camera system, infrared imager, or other
device for performing infrared/thermal imaging.

[0064] Substrate 140 of infrared sensor assembly 128 may
be mounted on base 150. In various embodiments, base 150
(e.g., apedestal) may be made, for example, of copper formed
by metal injection molding (MIM) and provided with a black
oxide or nickel-coated finish. In various embodiments, base
150 may be made of any desired material, such as for example
zine, aluminum, or magnesium, as desired for a given appli-
cation and may be formed by any desired applicable process,
such as for example aluminum casting, MIM, or zinc rapid
casting, as may be desired for particular applications. In vari-
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ous embodiments, base 150 may be implemented to provide
structural support, various circuit paths, thermal heat sink
properties, and other features where appropriate. In one
embodiment, base 150 may be a multi-layer structure imple-
mented at least in part using ceramic material.

[0065] In various embodiments, circuit board 170 may
receive housing 120 and thus may physically support the
various components of infrared imaging module 100. In vari-
ous embodiments, circuit board 170 may be implemented as
a printed circuit board (e.g., an FR4 circuit board or other
types of circuit boards), a rigid or flexible interconnect (e.g.,
tape or other type of interconnects), a flexible circuit sub-
strate, a flexible plastic substrate, or other appropriate struc-
tures. In various embodiments, base 150 may be implemented
with the various features and attributes described for circuit
board 170, and vice versa.

[0066] Socket 104 may include a cavity 106 configured to
receive infrared imaging module 100 (e.g., as shown in the
assembled view of FIG. 2). Infrared imaging module 100
and/or socket 104 may include appropriate tabs, arms, pins,
fasteners, or any other appropriate engagement members
which may be used to secure infrared imaging module 100 to
or within socket 104 using friction, tension, adhesion, and/or
any other appropriate manner. Socket 104 may include
engagement members 107 that may engage surfaces 109 of
housing 120 when infrared imaging module 100 is inserted
into a cavity 106 of socket 104. Other types of engagement
members may be used in other embodiments.

[0067] Infrared imaging module 100 may be electrically
connected with socket 104 through appropriate electrical
connections (e.g., contacts, pins, wires, or any other appro-
priate connections). For example, socket 104 may include
electrical connections 108 which may contact corresponding
electrical connections of infrared imaging module 100 (e.g.,
interconnect pads, contacts, or other electrical connections on
side or bottom surfaces of circuit board 170, bond pads 142 or
other electrical connections on base 150, or other connec-
tions). Electrical connections 108 may be made from any
desired material (e.g., copper or any other appropriate con-
ductive material). In one embodiment, electrical connections
108 may be mechanically biased to press against electrical
connections of infrared imaging module 100 when infrared
imaging module 100 is inserted into cavity 106 of socket 104.
In one embodiment, electrical connections 108 may at least
partially secure infrared imaging module 100 in socket 104.
Other types of electrical connections may be used in other
embodiments.

[0068] Socket 104 may be electrically connected with host
device 102 through similar types of electrical connections.
For example, in one embodiment, host device 102 may
include electrical connections (e.g., soldered connections,
snap-in connections, or other connections) that connect with
electrical connections 108 passing through apertures 190. In
various embodiments, such electrical connections may be
made to the sides and/or bottom of socket 104.

[0069] Various components of infrared imaging module
100 may be implemented with flip chip technology which
may be used to mount components directly to circuit boards
without the additional clearances typically needed for wire
bond connections. Flip chip connections may be used, as an
example, to reduce the overall size of infrared imaging mod-
ule 100 for use in compact small form factor applications. For
example, in one embodiment, processing module 160 may be
mounted to circuit board 170 using flip chip connections. For
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example, infrared imaging module 100 may be implemented
with such flip chip configurations.

[0070] In various embodiments, infrared imaging module
100 and/or associated components may be implemented in
accordance with various techniques (e.g., wafer level pack-
aging techniques) as set forth in U.S. patent application Ser.
No. 12/844,124 filed Jul. 27, 2010, and U.S. Provisional
Patent Application No. 61/469,651 filed Mar. 30, 2011, which
are incorporated herein by reference in their entirety. Further-
more, in accordance with one or more embodiments, infrared
imaging module 100 and/or associated components may be
implemented, calibrated, tested, and/or used in accordance
with various techniques, such as for example as set forth in
U.S. Pat. No. 7,470,902 issued Dec. 30, 2008, U.S. Pat. No.
6,028,309 issued Feb. 22, 2000, U.S. Pat. No. 6,812,465
issued Nov. 2, 2004, U.S. Pat. No. 7,034,301 issued Apr. 25,
2006, U.S. Pat. No. 7,679,048 issued Mar. 16,2010, U.S. Pat.
No. 7,470,904 issued Dec. 30, 2008, U.S. patent application
Ser. No. 12/202,880 filed Sep. 2, 2008, and U.S. patent appli-
cation Ser. No. 12/202,896 filed Sep. 2, 2008, which are
incorporated herein by reference in their entirety.

[0071] Referring again to FIG. 1, in various embodiments,
host device 102 may include shutter 105. In this regard, shut-
ter 105 may be selectively positioned over socket 104 (e.g., as
identified by arrows 103) while infrared imaging module 100
is installed therein. In this regard, shutter 105 may be used, for
example, to protect infrared imaging module 100 when not in
use. Shutter 105 may also be used as a temperature reference
as part of a calibration process (e.g., a NUC process or other
calibration processes) for infrared imaging module 100 as
would be understood by one skilled in the art.

[0072] In various embodiments, shutter 105 may be made
from various materials such as, for example, polymers, glass,
aluminum (e.g., painted or anodized) or other materials. In
various embodiments, shutter 105 may include one or more
coatings to selectively filter electromagnetic radiation and/or
adjust various optical properties of shutter 105 (e.g., a uni-
form blackbody coating or a reflective gold coating).

[0073] Inanother embodiment, shutter 105 may be fixed in
place to protect infrared imaging module 100 at all times. In
this case, shutter 105 or a portion of shutter 105 may be made
from appropriate materials (e.g., polymers or infrared trans-
mitting materials such as silicon, germanium, zinc selenide,
or chalcogenide glasses) that do not substantially filter
desired infrared wavelengths. In another embodiment, a shut-
ter may be implemented as part of infrared imaging module
100 (e.g., within or as part of a lens barrel or other compo-
nents of infrared imaging module 100), as would be under-
stood by one skilled in the art.

[0074] Alternatively, in another embodiment, a shutter
(e.g., shutter 105 or other type of external or internal shutter)
need not be provided, but rather a NUC process or other type
of calibration may be performed using shutterless techniques.
In another embodiment, a NUC process or other type of
calibration using shutterless techniques may be performed in
combination with shutter-based techniques.

[0075] Infrared imaging module 100 and host device 102
may be implemented in accordance with any of the various
techniques set forth in U.S. Provisional Patent Application
No. 61/495,873 filed Jun. 10, 2011, U.S. Provisional Patent
Application No. 61/495,879 filed Jun. 10, 2011, and U.S.
Provisional Patent Application No. 61/495,888 filed Jun. 10,
2011, which are incorporated herein by reference in their
entirety.
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[0076] In various embodiments, the components of host
device 102 and/or infrared imaging module 100 may be
implemented as a local or distributed system with compo-
nents in communication with each other over wired and/or
wireless networks. Accordingly, the various operations iden-
tified in this disclosure may be performed by local and/or
remote components as may be desired in particular imple-
mentations.

[0077] FIG. 5 illustrates a flow diagram of various opera-
tions to determine NUC terms in accordance with an embodi-
ment of the disclosure. In some embodiments, the operations
of FIG. 5 may be performed by processing module 160 or
processor 195 (both also generally referred to as a processor)
operating on image frames captured by infrared sensors 132.
[0078] In block 505, infrared sensors 132 begin capturing
image frames of a scene. Typically, the scene will be the real
world environment in which host device 102 is currently
located. In this regard, shutter 105 (if optionally provided)
may be opened to permit infrared imaging module to receive
infrared radiation from the scene. Infrared sensors 132 may
continue capturing image frames during all operations shown
in FIG. 5. In this regard, the continuously captured image
frames may be used for various operations as further dis-
cussed. In one embodiment, the captured image frames may
be temporally filtered (e.g., in accordance with the process of
block 826 further described herein with regard to FIG. 8) and
be processed by other terms (e.g., factory gain terms 812,
factory offset terms 816, previously determined NUC terms
817, column FPN terms 820, and row FPN terms 824 as
further described herein with regard to FIG. 8) before they are
used in the operations shown in FIG. 5.

[0079] In block 510, a NUC process initiating event is
detected. In one embodiment, the NUC process may be ini-
tiated in response to physical movement of host device 102.
Such movement may be detected, for example, by motion
sensors 194 which may be polled by a processor. In one
example, a user may move host device 102 in a particular
manner, such as by intentionally waving host device 102 back
and forth in an “erase” or “swipe” movement. In this regard,
the user may move host device 102 in accordance with a
predetermined speed and direction (velocity), such as in an up
and down, side to side, or other pattern to initiate the NUC
process. In this example, the use of such movements may
permit the user to intuitively operate host device 102 to simu-
late the “erasing” of noise in captured image frames.

[0080] Inanother example, a NUC process may be initiated
by host device 102 if motion exceeding a threshold value is
detected (e.g., motion greater than expected for ordinary use).
It is contemplated that any desired type of spatial translation
of host device 102 may be used to initiate the NUC process.
[0081] In yet another example, a NUC process may be
initiated by host device 102 if a minimum time has elapsed
since a previously performed NUC process. In a further
example, a NUC process may be initiated by host device 102
if infrared imaging module 100 has experienced a minimum
temperature change since a previously performed NUC pro-
cess. In a still further example, a NUC process may be con-
tinuously initiated and repeated.

[0082] Inblock 515, after a NUC process initiating event is
detected, it is determined whether the NUC process should
actually be performed. In this regard, the NUC process may
be selectively initiated based on whether one or more addi-
tional conditions are met. For example, in one embodiment,
the NUC process may not be performed unless a minimum
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time has elapsed since a previously performed NUC process.
In another embodiment, the NUC process may not be per-
formed unless infrared imaging module 100 has experienced
aminimum temperature change since a previously performed
NUC process. Other criteria or conditions may be used in
other embodiments. If appropriate criteria or conditions have
been met, then the flow diagram continues to block 520.
Otherwise, the flow diagram returns to block 505.

[0083] In the NUC process, blurred image frames may be
used to determine NUC terms which may be applied to cap-
tured image frames to correct for FPN. As discussed, in one
embodiment, the blurred image frames may be obtained by
accumulating multiple image frames of a moving scene (e.g.,
captured while the scene and/or the thermal imager is in
motion). In another embodiment, the blurred image frames
may be obtained by defocusing an optical element or other
component of the thermal imager.

[0084] Accordingly, in block 520 a choice of either
approach is provided. If the motion-based approach is used,
then the flow diagram continues to block 525. If the defocus-
based approach is used, then the flow diagram continues to
block 530.

[0085] Referring now to the motion-based approach, in
block 525 motion is detected. For example, in one embodi-
ment, motion may be detected based on the image frames
captured by infrared sensors 132. In this regard, an appropri-
ate motion detection process (e.g., an image registration pro-
cess, a frame-to-frame difference calculation, or other appro-
priate process) may be applied to captured image frames to
determine whether motion is present (e.g., whether static or
moving image frames have been captured). For example, in
one embodiment, it can be determined whether pixels or
regions around the pixels of consecutive image frames have
changed more than a user defined amount (e.g., a percentage
and/or threshold value). If at least a given percentage of pixels
have changed by at least the user defined amount, then motion
will be detected with sufficient certainty to proceed to block
535.

[0086] Inanother embodiment, motion may be determined
on a per pixel basis, wherein only pixels that exhibit signifi-
cant changes are accumulated to provide the blurred image
frame. For example, counters may be provided for each pixel
and used to ensure that the same number of pixel values are
accumulated for each pixel, or used to average the pixel
values based on the number of pixel values actually accumu-
lated for each pixel. Other types of image-based motion
detection may be performed such as performing a Radon
transform.

[0087] In another embodiment, motion may be detected
based on data provided by motion sensors 194. In one
embodiment, such motion detection may include detecting
whether host device 102 is moving along a relatively straight
trajectory through space. For example, if host device 102 is
moving along a relatively straight trajectory, then it is pos-
sible that certain objects appearing in the imaged scene may
not be sufficiently blurred (e.g., objects in the scene that may
be aligned with or moving substantially parallel to the straight
trajectory). Thus, in such an embodiment, the motion
detected by motion sensors 194 may be conditioned on host
device 102 exhibiting, or not exhibiting, particular trajecto-
ries.

[0088] Inyetanother embodiment, both a motion detection
process and motion sensors 194 may be used. Thus, using any
of these various embodiments, a determination can be made
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as to whether or not each image frame was captured while at
least a portion of the scene and host device 102 were in motion
relative to each other (e.g., which may be caused by host
device 102 moving relative to the scene, at least a portion of
the scene moving relative to host device 102, or both).
[0089] It is expected that the image frames for which
motion was detected may exhibit some secondary blurring of
the captured scene (e.g., blurred thermal image data associ-
ated with the scene) due to the thermal time constants of
infrared sensors 132 (e.g., microbolometer thermal time con-
stants) interacting with the scene movement.

[0090] In block 535, image frames for which motion was
detected are accumulated. For example, if motion is detected
for a continuous series of image frames, then the image
frames of the series may be accumulated. As another
example, if motion is detected for only some image frames,
then the non-moving image frames may be skipped and not
included in the accumulation. Thus, a continuous or discon-
tinuous set of image frames may be selected to be accumu-
lated based on the detected motion.

[0091] In block 540, the accumulated image frames are
averaged to provide a blurred image frame. Because the accu-
mulated image frames were captured during motion, it is
expected that actual scene information will vary between the
image frames and thus cause the scene information to be
further blurred in the resulting blurred image frame (block
545).

[0092] In contrast, FPN (e.g., caused by one or more com-
ponents of infrared imaging module 100) will remain fixed
over at least short periods of time and over at least limited
changes in scene irradiance during motion. As a result, image
frames captured in close proximity in time and space during
motion will suffer from identical or at least very similar FPN.
Thus, although scene information may change in consecutive
image frames, the FPN will stay essentially constant. By
averaging, multiple image frames captured during motion
will blur the scene information, but will not blur the FPN. As
a result, FPN will remain more clearly defined in the blurred
image frame provided in block 545 than the scene informa-
tion.

[0093] In one embodiment, 32 or more image frames are
accumulated and averaged in blocks 535 and 540. However,
any desired number of image frames may be used in other
embodiments, but with generally decreasing correction accu-
racy as frame count is decreased.

[0094] Referring now to the defocus-based approach, in
block 530, a defocus operation may be performed to inten-
tionally defocus the image frames captured by infrared sen-
sors 132. For example, in one embodiment, one or more
actuators 199 may be used to adjust, move, or otherwise
translate optical element 180, infrared sensor assembly 128,
and/or other components of infrared imaging module 100 to
cause infrared sensors 132 to capture a blurred (e.g., unfo-
cused) image frame of the scene. Other non-actuator based
techniques are also contemplated for intentionally defocusing
infrared image frames such as, for example, manual (e.g.,
user-initiated) defocusing.

[0095] Although the scene may appear blurred in the image
frame, FPN (e.g., caused by one or more components of
infrared imaging module 100) will remain unaftected by the
defocusing operation. As a result, a blurred image frame of
the scene will be provided (block 545) with FPN remaining
more clearly defined in the blurred image than the scene
information.
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[0096] Intheabovediscussion, the defocus-based approach
has been described with regard to a single captured image
frame. In another embodiment, the defocus-based approach
may include accumulating multiple image frames while the
infrared imaging module 100 has been defocused and aver-
aging the defocused image frames to remove the effects of
temporal noise and provide a blurred image frame in block
545.

[0097] Thus, it will be appreciated that a blurred image
frame may be provided in block 545 by either the motion-
based approach or the defocus-based approach. Because
much of the scene information will be blurred by either
motion, defocusing, or both, the blurred image frame may be
effectively considered a low pass filtered version of the origi-
nal captured image frames with respect to scene information.
[0098] In block 550, the blurred image frame is processed
to determine updated row and column FPN terms (e.g., if row
and column FPN terms have not been previously determined
then the updated row and column FPN terms may be new row
and column FPN terms in the first iteration of block 550). As
used in this disclosure, the terms row and column may be used
interchangeably depending on the orientation of infrared sen-
sors 132 and/or other components of infrared imaging mod-
ule 100.

[0099] Inoneembodiment, block 550 includes determining
a spatial FPN correction term for each row of the blurred
image frame (e.g., each row may have its own spatial FPN
correction term), and also determining a spatial FPN correc-
tion term for each column of the blurred image frame (e.g.,
each column may have its own spatial FPN correction term).
Such processing may be used to reduce the spatial and slowly
varying (1/f) row and column FPN inherent in thermal imag-
ers caused by, for example, 1/f noise characteristics of ampli-
fiers in ROIC 402 which may manifest as vertical and hori-
zontal stripes in image frames.

[0100] Advantageously, by determining spatial row and
column FPN terms using the blurred image frame, there will
be a reduced risk of vertical and horizontal objects in the
actual imaged scene from being mistaken for row and column
noise (e.g., real scene content will be blurred while FPN
remains unblurred).

[0101] In one embodiment, row and column FPN terms
may be determined by considering differences between
neighboring pixels of the blurred image frame. For example,
FIG. 6 illustrates differences between neighboring pixels in
accordance with an embodiment of the disclosure. Specifi-
cally, in FIG. 6 a pixel 610 is compared to its 8 nearest
horizontal neighbors: d0-d3 on one side and d4-d7 on the
other side. Differences between the neighbor pixels can be
averaged to obtain an estimate of the offset error of the illus-
trated group of pixels. An offset error may be calculated for
each pixel in a row or column and the average result may be
used to correct the entire row or column.

[0102] To prevent real scene data from being interpreted as
noise, upper and lower threshold values may be used (thPix
and —thPix). Pixel values falling outside these threshold val-
ues (pixels d1 and d4 in this example) are not used to obtain
the offset error. In addition, the maximum amount of row and
column FPN correction may be limited by these threshold
values.

[0103] Further techniques for performing spatial row and
column FPN correction processing are set forth in U.S. patent
application Ser. No. 12/396,340 filed Mar. 2, 2009 which is
incorporated herein by reference in its entirety.
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[0104] Referring again to FIG. 5, the updated row and
column FPN terms determined in block 550 are stored (block
552) and applied (block 555) to the blurred image frame
provided in block 545. After these terms are applied, some of
the spatial row and column FPN in the blurred image frame
may be reduced. However, because such terms are applied
generally to rows and columns, additional FPN may remain
such as spatially uncorrelated FPN associated with pixel to
pixel drift or other causes. Neighborhoods of spatially corre-
lated FPN may also remain which may not be directly asso-
ciated with individual rows and columns. Accordingly, fur-
ther processing may be performed as discussed below to
determine NUC terms.

[0105] In block 560, local contrast values (e.g., edges or
absolute values of gradients between adjacent or small groups
of pixels) in the blurred image frame are determined. If scene
information in the blurred image frame includes contrasting
areas that have not been significantly blurred (e.g., high con-
trast edges in the original scene data), then such features may
beidentified by a contrast determination process in block 560.
[0106] For example, local contrast values in the blurred
image frame may be calculated, or any other desired type of
edge detection process may be applied to identify certain
pixels in the blurred image as being part of an area of local
contrast. Pixels that are marked in this manner may be con-
sidered as containing excessive high spatial frequency scene
information that would be interpreted as FPN (e.g., such
regions may correspond to portions of the scene that have not
been sufficiently blurred). As such, these pixels may be
excluded from being used in the further determination of
NUC terms. In one embodiment, such contrast detection pro-
cessing may rely on a threshold that is higher than the
expected contrast value associated with FPN (e.g., pixels
exhibiting a contrast value higher than the threshold may be
considered to be scene information, and those lower than the
threshold may be considered to be exhibiting FPN).

[0107] In one embodiment, the contrast determination of
block 560 may be performed on the blurred image frame after
row and column FPN terms have been applied to the blurred
image frame (e.g., as shown in FIG. 5). In another embodi-
ment, block 560 may be performed prior to block 550 to
determine contrast before row and column FPN terms are
determined (e.g., to prevent scene based contrast from con-
tributing to the determination of such terms).

[0108] Following block 560, it is expected that any high
spatial frequency content remaining in the blurred image
frame may be generally attributed to spatially uncorrelated
FPN. In this regard, following block 560, much of the other
noise or actual desired scene based information has been
removed or excluded from the blurred image frame due to:
intentional blurring of the image frame (e.g., by motion or
defocusing in blocks 520 through 545), application of row
and column FPN terms (block 555), and contrast determina-
tion (block 560).

[0109] Thus, it can be expected that following block 560,
any remaining high spatial frequency content (e.g., exhibited
as areas of contrast or differences in the blurred image frame)
may be attributed to spatially uncorrelated FPN. Accordingly,
in block 565, the blurred image frame is high pass filtered. In
one embodiment, this may include applying a high pass filter
to extract the high spatial frequency content from the blurred
image frame. In another embodiment, this may include apply-
ing a low pass filter to the blurred image frame and taking a
difference between the low pass filtered image frame and the
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unfiltered blurred image frame to obtain the high spatial fre-
quency content. In accordance with various embodiments of
the present disclosure, a high pass filter may be implemented
by calculating a mean difference between a sensor signal
(e.g., a pixel value) and its neighbors.

[0110] In block 570, a flat field correction process is per-
formed on the high pass filtered blurred image frame to deter-
mine updated NUC terms (e.g., if a NUC process has not
previously been performed then the updated NUC terms may
be new NUC terms in the first iteration of block 570).
[0111] For example, FIG. 7 illustrates a flat field correction
technique 700 in accordance with an embodiment of the
disclosure. In FIG. 7, 2a NUC term may be determined for each
pixel 710 of the blurred image frame using the values of its
neighboring pixels 712 to 726. For each pixel 710, several
gradients may be determined based on the absolute difference
between the values of various adjacent pixels. For example,
absolute value differences may be determined between: pix-
els 712 and 714 (a left to right diagonal gradient), pixels 716
and 718 (a top to bottom vertical gradient), pixels 720 and 722
(a right to left diagonal gradient), and pixels 724 and 726 (a
left to right horizontal gradient).

[0112] These absolute differences may be summed to pro-
vide a summed gradient for pixel 710. A weight value may be
determined for pixel 710 that is inversely proportional to the
summed gradient. This process may be performed for all
pixels 710 of the blurred image frame until a weight value is
provided for each pixel 710. For areas with low gradients
(e.g., areas that are blurry or have low contrast), the weight
value will be close to one. Conversely, for areas with high
gradients, the weight value will be zero or close to zero. The
update to the NUC term as estimated by the high pass filter is
multiplied with the weight value.

[0113] In one embodiment, the risk of introducing scene
information into the NUC terms can be further reduced by
applying some amount of temporal damping to the NUC term
determination process. For example, a temporal damping fac-
tor A between 0 and 1 may be chosen such that the new NUC
term (NUC 5, stored is a weighted average of the old NUC
term (NUC,,; 5,) and the estimated updated NUC term (NU-
Cuppare)- In one embodiment, this can be expressed as
NUCyzp=MNUC o p+(1-A) (NUC o, ptNUCpp4752)-
[0114] Although the determination of NUC terms has been
described with regard to gradients, local contrast values may
beused instead where appropriate. Other techniques may also
be used such as, for example, standard deviation calculations.
Other types flat field correction processes may be performed
to determine NUC terms including, for example, various pro-
cesses identified in U.S. Pat. No. 6,028,309 issued Feb. 22,
2000, U.S. Pat. No. 6,812,465 issued Nov. 2, 2004, and U.S.
patent application Ser. No. 12/114,865 filed May 5, 2008,
which are incorporated herein by reference in their entirety.
[0115] Referring again to FIG. 5, block 570 may include
additional processing of the NUC terms. For example, in one
embodiment, to preserve the scene signal mean, the sum of all
NUC terms may be normalized to zero by subtracting the
NUC term mean from each NUC term. Also in block 570, to
avoid row and column noise from affecting the NUC terms,
the mean value of each row and column may be subtracted
from the NUC terms for each row and column. As a result,
row and column FPN filters using the row and column FPN
terms determined in block 550 may be better able to filter out
row and column noise in further iterations (e.g., as further
shown in FIG. 8) after the NUC terms are applied to captured
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images (e.g., in block 580 further discussed herein). In this
regard, the row and column FPN filters may in general use
more data to calculate the per row and per column offset
coefficients (e.g., row and column FPN terms) and may thus
provide a more robust alternative for reducing spatially cor-
related FPN than the NUC terms which are based on high pass
filtering to capture spatially uncorrelated noise.

[0116] Inblocks571-573, additional high pass filtering and
further determinations of updated NUC terms may be option-
ally performed to remove spatially correlated FPN with lower
spatial frequency than previously removed by row and col-
umn FPN terms. In this regard, some variability in infrared
sensors 132 or other components of infrared imaging module
100 may result in spatially correlated FPN noise that cannot
be easily modeled as row or column noise. Such spatially
correlated FPN may include, for example, window defects on
a sensor package or a cluster of infrared sensors 132 that
respond differently to irradiance than neighboring infrared
sensors 132. In one embodiment, such spatially correlated
FPN may be mitigated with an offset correction. If the amount
of'such spatially correlated FPN is significant, then the noise
may also be detectable in the blurred image frame. Since this
type of noise may affect a neighborhood of pixels, a high pass
filter with a small kernel may not detect the FPN in the
neighborhood (e.g., all values used in high pass filter may be
taken from the neighborhood of affected pixels and thus may
be affected by the same offset error). For example, if the high
pass filtering of block 565 is performed with a small kernel
(e.g., considering only immediately adjacent pixels that fall
within a neighborhood of pixels affected by spatially corre-
lated FPN), then broadly distributed spatially correlated FPN
may not be detected.

[0117] For example, FIG. 11 illustrates spatially correlated
FPN in a neighborhood of pixels in accordance with an
embodiment of the disclosure. As shown in a sample image
frame 1100, a neighborhood of pixels 1110 may exhibit spa-
tially correlated FPN that is not precisely correlated to indi-
vidual rows and columns and is distributed over a neighbor-
hood of several pixels (e.g., a neighborhood of approximately
4 by 4 pixels in this example). Sample image frame 1100 also
includes a set of pixels 1120 exhibiting substantially uniform
response that are not used in filtering calculations, and a set of
pixels 1130 that are used to estimate a low pass value for the
neighborhood of pixels 1110. In one embodiment, pixels
1130 may be a number of pixels divisible by two in order to
facilitate efficient hardware or software calculations.

[0118] Referring again to FIG. 5, in blocks 571-573, addi-
tional high pass filtering and further determinations of
updated NUC terms may be optionally performed to remove
spatially correlated FPN such as exhibited by pixels 1110. In
block 571, the updated NUC terms determined in block 570
are applied to the blurred image frame. Thus, at this time, the
blurred image frame will have been initially corrected for
spatially correlated FPN (e.g., by application of the updated
row and column FPN terms in block 555), and also initially
corrected for spatially uncorrelated FPN (e.g., by application
of the updated NUC terms applied in block 571).

[0119] Inblock572, a furtherhigh pass filter is applied with
a larger kernel than was used in block 565, and further
updated NUC terms may be determined in block 573. For
example, to detect the spatially correlated FPN present in
pixels 1110, the high pass filter applied in block 572 may
include data from a sufficiently large enough neighborhood of
pixels such that differences can be determined between unaf-
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fected pixels (e.g., pixels 1120) and affected pixels (e.g.,
pixels 1110). For example, a low pass filter with a large kernel
can be used (e.g., an N by N kernel that is much greater than
3 by 3 pixels) and the results may be subtracted to perform
appropriate high pass filtering.

[0120] Inone embodiment, for computational efficiency, a
sparse kernel may be used such that only a small number of
neighboring pixels inside an N by N neighborhood are used.
For any given high pass filter operation using distant neigh-
bors (e.g., a large kernel), there is a risk of modeling actual
(potentially blurred) scene information as spatially correlated
FPN. Accordingly, in one embodiment, the temporal damp-
ing factor A may be set close to 1 for updated NUC terms
determined in block 573.

[0121] In various embodiments, blocks 571-573 may be
repeated (e.g., cascaded) to iteratively perform high pass
filtering with increasing kernel sizes to provide further
updated NUC terms further correct for spatially correlated
FPN of desired neighborhood sizes. In one embodiment, the
decision to perform such iterations may be determined by
whether spatially correlated FPN has actually been removed
by the updated NUC terms of the previous performance of
blocks 571-573.

[0122] After blocks 571-573 are finished, a decision is
made regarding whether to apply the updated NUC terms to
captured image frames (block 574). For example, if an aver-
age of the absolute value of the NUC terms for the entire
image frame is less than a minimum threshold value, or
greater than a maximum threshold value, the NUC terms may
be deemed spurious or unlikely to provide meaningful cor-
rection. Alternatively, thresholding criteria may be applied to
individual pixels to determine which pixels receive updated
NUC terms. In one embodiment, the threshold values may
correspond to differences between the newly calculated NUC
terms and previously calculated NUC terms. In another
embodiment, the threshold values may be independent of
previously calculated NUC terms. Other tests may be applied
(e.g., spatial correlation tests) to determine whether the NUC
terms should be applied.

[0123] Ifthe NUC terms are deemed spurious or unlikely to
provide meaningful correction, then the flow diagram returns
to block 505. Otherwise, the newly determined NUC terms
are stored (block 575) to replace previous NUC terms (e.g.,
determined by a previously performed iteration of FIG. 5) and
applied (block 580) to captured image frames.

[0124] FIG. 8 illustrates various image processing tech-
niques of FIG. 5 and other operations applied in an image
processing pipeline 800 in accordance with an embodiment
of the disclosure. In this regard, pipeline 800 identifies vari-
ous operations of FIG. 5 in the context of an overall iterative
image processing scheme for correcting image frames pro-
vided by infrared imaging module 100. In some embodi-
ments, pipeline 800 may be provided by processing module
160 or processor 195 (both also generally referred to as a
processor) operating on image frames captured by infrared
sensors 132.

[0125] Image frames captured by infrared sensors 132 may
be provided to a frame averager 804 that integrates multiple
image frames to provide image frames 802 with an improved
signal to noise ratio. Frame averager 804 may be eftectively
provided by infrared sensors 132, ROIC 402, and other com-
ponents of infrared sensor assembly 128 that are imple-
mented to support high image capture rates. For example, in
one embodiment, infrared sensor assembly 128 may capture
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infrared image frames at a frame rate of 240 Hz (e.g., 240
images per second). In this embodiment, such a high frame
rate may be implemented, for example, by operating infrared
sensor assembly 128 at relatively low voltages (e.g., compat-
ible with mobile telephone voltages) and by using a relatively
small array of infrared sensors 132 (e.g., an array of 64 by 64
infrared sensors in one embodiment).

[0126] In one embodiment, such infrared image frames
may be provided from infrared sensor assembly 128 to pro-
cessing module 160 at a high frame rate (e.g., 240 Hz or other
frame rates). In another embodiment, infrared sensor assem-
bly 128 may integrate over longer time periods, or multiple
time periods, to provide integrated (e.g., averaged) infrared
image frames to processing module 160 at a lower frame rate
(e.g., 30 Hz, 9 Hz, or other frame rates). Further information
regarding implementations that may be used to provide high
image capture rates may be found in U.S. Provisional Patent
Application No. 61/495,879 previously referenced herein.
[0127] Image frames 802 proceed through pipeline 800
where they are adjusted by various terms, temporally filtered,
used to determine the various adjustment terms, and gain
compensated.

[0128] In blocks 810 and 814, factory gain terms 812 and
factory offset terms 816 are applied to image frames 802 to
compensate for gain and offset differences, respectively,
between the various infrared sensors 132 and/or other com-
ponents of infrared imaging module 100 determined during
manufacturing and testing.

[0129] In block 580, NUC terms 817 are applied to image
frames 802 to correct for FPN as discussed. In one embodi-
ment, if NUC terms 817 have not yet been determined (e.g.,
before a NUC process has been initiated), then block 580 may
not be performed or initialization values may be used for
NUC terms 817 that result in no alteration to the image data
(e.g., offsets for every pixel would be equal to zero).

[0130] In blocks 818 and 822, column FPN terms 820 and
row FPN terms 824, respectively, are applied to image frames
802. Column FPN terms 820 and row FPN terms 824 may be
determined in accordance with block 550 as discussed. In one
embodiment, if the column FPN terms 820 and row FPN
terms 824 have not yet been determined (e.g., before a NUC
process has been initiated), then blocks 818 and 822 may not
be performed or initialization values may be used for the
column FPN terms 820 and row FPN terms 824 that result in
no alteration to the image data (e.g., offsets for every pixel
would be equal to zero).

[0131] In block 826, temporal filtering is performed on
image frames 802 in accordance with a temporal noise reduc-
tion (TNR) process. FIG. 9 illustrates a TNR process in accor-
dance with an embodiment of the disclosure. In FIG. 9, a
presently received image frame 802a and a previously tem-
porally filtered image frame 8024 are processed to determine
a new temporally filtered image frame 802¢. Image frames
8024 and 8024 include local neighborhoods of pixels 803«
and 8035 centered around pixels 8054 and 8055, respectively.
Neighborhoods 803a and 8035 correspond to the same loca-
tions within image frames 802a and 8025 and are subsets of
the total pixels in image frames 8024 and 80254. In the illus-
trated embodiment, neighborhoods 803a and 8035 include
areas of 5 by 5 pixels. Other neighborhood sizes may be used
in other embodiments.

[0132] Differences between corresponding pixels of neigh-
borhoods 803a¢ and 8035 are determined and averaged to
provide an averaged delta value 805¢ for the location corre-
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sponding to pixels 805a and 8055. Averaged delta value 805¢
may be used to determine weight values in block 807 to be
applied to pixels 805a and 8055 of image frames 802a and
8025.

[0133] In one embodiment, as shown in graph 809, the
weight values determined in block 807 may be inversely
proportional to averaged delta value 805¢ such that weight
values drop rapidly towards zero when there are large differ-
ences between neighborhoods 8034 and 8035. In this regard,
large differences between neighborhoods 803a and 8035 may
indicate that changes have occurred within the scene (e.g.,
due to motion) and pixels 802a and 80256 may be appropri-
ately weighted, in one embodiment, to avoid introducing blur
across frame-to-frame scene changes. Other associations
between weight values and averaged delta value 805¢ may be
used in various embodiments.

[0134] The weight values determined in block 807 may be
applied to pixels 805a and 8055 to determine a value for
corresponding pixel 805¢ of image frame 802¢ (block 811).
In this regard, pixel 805¢ may have a value that is a weighted
average (or other combination) of pixels 805a and 8055,
depending on averaged delta value 805¢ and the weight val-
ues determined in block 807.

[0135] For example, pixel 805¢ of temporally filtered
image frame 802¢ may be a weighted sum of pixels 8054 and
8055 of image frames 802a and 8025. If the average differ-
ence between pixels 805a and 8055 is due to noise, then it
may be expected that the average change between neighbor-
hoods 8054 and 8056 will be close to zero (e.g., correspond-
ing to the average of uncorrelated changes). Under such cir-
cumstances, it may be expected that the sum of the differences
between neighborhoods 8054 and 8055 will be close to zero.
In this case, pixel 8054 of image frame 802a may both be
appropriately weighted so as to contribute to the value of pixel
805e.

[0136] However, if the sum of such differences is not zero
(e.g., even differing from zero by a small amount in one
embodiment), then the changes may be interpreted as being
attributed to motion instead of noise. Thus, motion may be
detected based on the average change exhibited by neighbor-
hoods 805a and 8055. Under these circumstances, pixel 805a
of image frame 802a may be weighted heavily, while pixel
8055 of image frame 8025 may be weighted lightly.

[0137] Other embodiments are also contemplated. For
example, although averaged delta value 805¢ has been
described as being determined based on neighborhoods 8054
and 8054, in other embodiments averaged delta value 805¢
may be determined based on any desired criteria (e.g., based
onindividual pixels or other types of groups of sets of pixels).
[0138] In the above embodiments, image frame 802a has
been described as a presently received image frame and
image frame 80254 has been described as a previously tempo-
rally filtered image frame. In another embodiment, image
frames 802a and 8025 may be first and second image frames
captured by infrared imaging module 100 that have not been
temporally filtered.

[0139] FIG. 10 illustrates further implementation details in
relation to the TNR process of block 826. As shown in FIG.
10, image frames 802a and 8025 may be read into line buffers
10104 and 10105, respectively, and image frame 8025 (e.g.,
the previous image frame) may be stored in a frame buffer
1020 before being read into line buffer 10105. In one embodi-
ment, line buffers 1010a-5 and frame buffer 1020 may be
implemented by a block of random access memory (RAM)
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provided by any appropriate component of infrared imaging
module 100 and/or host device 102.

[0140] Referring again to FIG. 8, image frame 802¢ may be
passed to an automatic gain compensation block 828 for
further processing to provide a result image frame 830 that
may be used by host device 102 as desired.

[0141] FIG. 8 further illustrates various operations that may
be performed to determine row and column FPN terms and
NUC terms as discussed. In one embodiment, these opera-
tions may use image frames 802¢ as shown in FIG. 8. Because
image frames 802¢ have already been temporally filtered, at
least some temporal noise may be removed and thus will not
inadvertently affect the determination of row and column
FPN terms 824 and 820 and NUC terms 817. In another
embodiment, non-temporally filtered image frames 802 may
be used.

[0142] In FIG. 8, blocks 510, 515, and 520 of FIG. 5 are
collectively represented together. As discussed, a NUC pro-
cess may be selectively initiated and performed in response to
various NUC process initiating events and based on various
criteria or conditions. As also discussed, the NUC process
may be performed in accordance with a motion-based
approach (blocks 525, 535, and 540) or a defocus-based
approach (block 530) to provide a blurred image frame (block
545). FIG. 8 further illustrates various additional blocks 550,
552, 555, 560, 565, 570, 571, 572, 573, and 575 previously
discussed with regard to FIG. 5.

[0143] AsshowninFIG. 8, row and column FPN terms 824
and 820 and NUC terms 817 may be determined and applied
in an iterative fashion such that updated terms are determined
using image frames 802 to which previous terms have already
been applied. As a result, the overall process of FIG. 8 may
repeatedly update and apply such terms to continuously
reduce the noise in image frames 830 to be used by host
device 102.

[0144] Referring again to FIG. 10, further implementation
details are illustrated for various blocks of FIGS. 5 and 8 in
relation to pipeline 800. For example, blocks 525, 535, and
540 are shown as operating at the normal frame rate of image
frames 802 received by pipeline 800. In the embodiment
shown in FIG. 10, the determination made in block 525 is
represented as a decision diamond used to determine whether
a given image frame 802 has sufficiently changed such that it
may be considered an image frame that will enhance the blur
if added to other image frames and is therefore accumulated
(block 535 is represented by an arrow in this embodiment)
and averaged (block 540).

[0145] Also in FIG. 10, the determination of column FPN
terms 820 (block 550) is shown as operating at an update rate
that in this example is %42 of the sensor frame rate (e.g.,
normal frame rate) due to the averaging performed in block
540. Other update rates may be used in other embodiments.
Although only column FPN terms 820 are identified in FIG.
10, row FPN terms 824 may be implemented in a similar
fashion at the reduced frame rate.

[0146] FIG. 10 also illustrates further implementation
details in relation to the NUC determination process of block
570. In this regard, the blurred image frame may be read to a
line buffer 1030 (e.g., implemented by a block of RAM pro-
vided by any appropriate component of infrared imaging
module 100 and/or host device 102). The flat field correction
technique 700 of FIG. 7 may be performed on the blurred
image frame.
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[0147] Inview of the present disclosure, it will be appreci-
ated that techniques described herein may be used to remove
various types of FPN (e.g., including very high amplitude
FPN) such as spatially correlated row and column FPN and
spatially uncorrelated FPN.

[0148] Other embodiments are also contemplated. For
example, in one embodiment, the rate at which row and col-
umn FPN terms and/or NUC terms are updated can be
inversely proportional to the estimated amount of blur in the
blurred image frame and/or inversely proportional to the
magnitude of local contrast values (e.g., determined in block
560).

[0149] In various embodiments, the described techniques
may provide advantages over conventional shutter-based
noise correction techniques. For example, by using a shutter-
less process, a shutter (e.g., such as shutter 105) need not be
provided, thus permitting reductions in size, weight, cost, and
mechanical complexity. Power and maximum voltage sup-
plied to, or generated by, infrared imaging module 100 may
also be reduced if a shutter does not need to be mechanically
operated. Reliability will be improved by removing the shut-
ter as a potential point of failure. A shutterless process also
eliminates potential image interruption caused by the tempo-
rary blockage of the imaged scene by a shutter.

[0150] Also, by correcting for noise using intentionally
blurred image frames captured from a real world scene (not a
uniform scene provided by a shutter), noise correction may be
performed on image frames that have irradiance levels similar
to those of the actual scene desired to be imaged. This can
improve the accuracy and effectiveness of noise correction
terms determined in accordance with the various described
techniques.

[0151] Referring now to FIG. 12, a block diagram is shown
of'a wearable apparatus 1200 in accordance with an embodi-
ment of the disclosure. Wearable apparatus 1200 may include
a shield 1202, one or more infrared imaging modules 1204, a
projector 1206, a processor 1208, a memory 1210, a commu-
nication module 1212, motion sensors 1214, and other com-
ponents and hardware 1216. In various embodiments, infra-
red imaging modules 1204, processor 1208, memory 1210,
and motion sensors 1214 may be implemented in the same of
similar manner as corresponding components of host device
102 of FIG. 1. Moreover, the various components of wearable
apparatus 1200 may be configured to perform various NUC
processes and other processes described herein.

[0152] Shield 1202 protects at least a portion of a user’s
face from an external environment 1230 when wearable appa-
ratus 1200 is worn by a user (e.g., generally identified by
reference number 1203 in FIG. 12). Shield 1202 may be made
of polymers (e.g., polycarbonate), metal, or any other appro-
priate materials durable enough to provide a protective barrier
against heat, intensive light rays, debris, and/or other harmful
elements from external environment 1230. Shield 1202 may
comprise or may be coated with one or more appropriate
protective layers to enhance or provide protection against
such harmful elements.

[0153] In various embodiments, shield 1202 may provide a
protective barrier against external environment 1230 for vari-
ous components of wearable apparatus 1200 as well. For
example, infrared imaging modules 1204, projector 1206,
processor 1208, memory 1210, communication module
1212, motion sensors 1214, and/or any appropriate compo-
nents of wearable apparatus 1200 may be positioned internal
to wearable apparatus 1200 (e.g., behind shield 1202 and
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away from external environment 1230), so that shield 1202
provides protection to these components in addition to pro-
tecting at least a portion of a user’s face.

[0154] Although shield 1202 is illustrated in FIG. 12 as
having a limited length, shield 1202 may be implemented
with any desired size. Moreover, wearable apparatus 1200
may include one or more structural members 1201 to partially
or completely enclose a face, head, or any desired portion of
user 1203 (e.g., including the entirety of user 1203 if desired).
[0155] In one embodiment, shield 1202 may pass at least
some visible light so that user 1203 can view external envi-
ronment 1230 through shield 1202, while still being protected
against harmful radiation (e.g., appropriate types of infrared
radiation, ultraviolet radiation, and/or others), debris, and/or
other elements. In another embodiment, a portion, a majority,
oran entirety of shield 1202 may be opaque or nontransparent
(e.g., when shield 1202 is made of metal). In some embodi-
ments, a surface of shield 1202 may comprise a plate onto
which images may be projected from projector 1206.

[0156] Infrared imaging modules 1204 may be small form
factor infrared cameras or small form factor infrared imaging
devices implemented in accordance with various embodi-
ments disclosed herein. Infrared imaging modules 1204 may
include an FPA implemented, for example, in accordance
with various embodiments disclosed herein or others where
appropriate.

[0157] Thus, unlike certain CCD-based or CMOS-based
imaging sensors which may at best detect limited reflected
short wave infrared (SWIR) rays (e.g., near infrared light)
from illuminated objects, infrared imaging modules 1204
may be capable of detecting and capturing long wave infrared
(LWIR) radiation, mid wave infrared (MWIR) radiation, and/
or other radiation in thermal bands as may be desired. As
such, infrared imaging modules 1204 may be configured to
capture, process, and/or otherwise manage thermal images
(e.g., images including thermal radiation data) of external
environment 1230 even in complete darkness, and provide
such images and data to processor 1208. For example, ther-
mal images provided by infrared imaging modules 1204 may
reveal invisible hazards such as gas leaks, thermal hot spots,
or others. Such thermal images may include an accurate tem-
perature reading of each pixel in the images. In this regard, it
will be appreciated that thermal images captured and pro-
vided by infrared imaging modules 1204 are significantly
more useful than images of amplified visible light and SWIR
radiation that may be provided by conventional light intensi-
fiers (e.g., night vision (NV) devices).

[0158] In one embodiment, wearable apparatus 1200 may
comprise a plurality of infrared imaging modules 1204 to
capture stereoscopic thermal images of external environment
1230. In another embodiment, one or more of a plurality of
infrared imaging modules 1204 may provide fault tolerance
by serving as backups to each other.

[0159] In various embodiments, infrared imaging modules
1204 and/or processor 1208 may be configured to provide
automatic exposure control (e.g., by controlling signal gain,
camera aperture, and/or shutter speed) to adjust to changes in
the infrared intensity and temperature level of the external
environment.

[0160] Invarious embodiments, one or more infrared imag-
ing modules 1204 may be positioned behind shield 1202, so
as to be protected from external environment 1230 by shield
1202. In such embodiments, shield 1202 may include an
aperture 1217 sealed with a window assembly 1218 capable
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of passing infrared rays 1232 through to infrared imaging
module 1204. Window assembly 1218 may be made of a
material (e.g., silicon or other material) having a high trans-
mittance for infrared light, so that infrared light emitted from
external environment 1230 reaches infrared imaging module
1204 while shield 1202 blocks infrared light from user 1203
and/or various components of wearable apparatus 1200. In
some embodiments, window assembly 1218 may be doped
with appropriate material so that only infrared light in a
desired wavelength range may pass through. Window assem-
bly 1218 may be implemented in accordance with various
types of structures as further described herein with regard to
FIG. 13C.

[0161] Processor 1208 may be implemented as any appro-
priate processing device as described with regard to processor
195 in FIG. 1. In some embodiments, at least some part of
processor 1208 may be implemented as part of infrared imag-
ing modules 1204 and/or projector 1206.

[0162] Processor 1208 may be configured to receive one or
more thermal images captured by infrared imaging module
1204, and to process the thermal images to generate user-
viewable thermal images (e.g., thermograms) of external
environment 1230. In one embodiment, processor 1208 may
generate and overlay information and/or alarms (e.g., a tem-
perature reading, a gas detection alarm, mask pressure read-
ing and alarm, oxygen tank reading and alarm, and/or others)
onto user-viewable images. In some embodiments, processor
1208 may be configured to receive one or more thermal
images from two or more infrared imaging modules 1204,
and to appropriately combine the thermal images to generate
stereoscopic user-viewable images (e.g., three dimensional
thermograms) of external environment 1230 therefrom.
[0163] Projector 1206 may be implemented with any
appropriate small form factor projector, including those
known as “pico” or “micro” projectors. For example, in one
embodiment, projector 1206 may be sized small enough to be
embedded inside personal electronic devices such as mobile
phones or digital cameras. In various embodiments, projector
1206 may be implemented in accordance with various tech-
nologies such as digital light processing (DLP), liquid crystal
on silicon (L.CoS), laser beam steering (LBS), holographic
laser projection (HLP), and/or others as appropriate.

[0164] Projector 1206 may be positioned so as to selec-
tively project user-viewable thermal images onto an inner
surface of shield 1202. For example, projector 1206 can be
turned on to project user-viewable thermal images onto a
portion of an inner surface of shield 1202 that is comfortably
within a line of sight of user 1203 while wearable apparatus
1200 is worn, and can be turned off when user 1203 desires a
clear view through shield 1202. Moreover, the direction of a
beam from projector 1206 may be adjustable to project user-
viewable thermal images onto an area of shield 1202 that is
comfortable for viewing by a user, for example, for viewing
images projected on shield 1202, and simultaneously viewing
external environment 1230 through shield 1202. In contrast,
conventional fixed-type displays, such as fixed LCD screens
(e.g., viewed directly, through a scope or an objective lens),
may obstruct a user’s view even when not used, and may
make it difficult for a user to adjust the screen’s position or to
simultaneously view visible light from external environment
1230 in realtime.

[0165] In various embodiments, projector 1206 may be
configured to perform a distortion correction of user-view-
able images projected on a surface of shield 1202, so that the
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user-viewable images appear flat and geometrically correct
even when projected at an oblique angle and/or onto a curved
surface of shield 1202. In some embodiments, projector 1206
may optically correct distortion using optical elements such
as lenses, prisms, and mirrors.

[0166] In embodiments in which projector 1206 is imple-
mented with HLP technology, distortion may be corrected
through appropriate operations performed by projector 1206
and/or processor 1208. In this regard, such HL.P technology
may implement holographic processes to generate interfer-
ence or diffraction patterns of an image instead of the image
itself, and focused laser beams may be projected through such
interference patterns to direct light as desired without relying
on optical elements.

[0167] In some embodiments, projector 1206 may be con-
figured to project two or more beams of light to present
stereoscopic user-viewable images of external environment
1230 as described above. It is also contemplated that projec-
tor 1206 may be configured to project three dimensional
user-viewable images using HLP technology.

[0168] Communication module 1212 may be configured to
handle internal communication between various components
of wearable apparatus 1200. For example, components such
as infrared imaging modules 1204, projector 1206, and other
sensors may transmit and receive data to and from processor
1208 through communication module 1212, which may man-
age wired and/or wireless connections (e.g., through propri-
etary RF links and/or through standard wireless communica-
tion protocols such as IEEE 802.11 WiFi standards and
Bluetooth™) between the various components.

[0169] In some embodiments, communication module
1212 may be further configured to handle communication
with devices external to wearable apparatus 1200. For
example, communication module 1212 may transmit and
receive user-viewable images generated by processor 1208 to
and from other wearable apparatuses or a monitoring station
so that user-viewable images can be shared with other users.
In another example, communication module 1212 may
handle a more conventional communication such as radio
communication between users of wearable apparatus 1200.

[0170] Other components and hardware 1216 may be used
to implement any features of wearable apparatus 1200 as may
be desired for various applications. For example, other com-
ponents may include various sensors, a microphone and
speaker for voice communication, timers, a flashlight, and a
visible light camera. Other hardware may include a mask
frame, a hood, straps, fasteners, harnesses, connectors, hoses,
and other various hardware and protective equipment and
clothing as may be desired for certain applications of wear-
able apparatus 1200.

[0171] Thus, it will be appreciated that wearable apparatus
1200 may be implemented as any type of wearable device,
equipment, gear, mask, helmet, garment, and/or clothing that
includes shield 1202 to protect at least a portion of a user’s
face from external environment 1230.

[0172] FIGS. 13A-C illustrate various views of wearable
apparatus 1200 implemented as a self-contained breathing
apparatus (SCBA) 1300, in accordance with embodiments of
the disclosure. In particular, FIGS. 13A and 13B illustrate
side and front views, respectively, of SCBA 1300 worn by
user 1203 and having infrared imaging modules 1304 and a
projector 1306 in accordance with embodiments of the dis-
closure. FIG. 13C illustrates a cross-sectional view of a win-
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dow assembly 1318 of SCBA 1300, taken along line C-C' of
FIG. 13B in accordance with an embodiment of the disclo-
sure.

[0173] In one embodiment, SCBA 1300 may be imple-
mented as a face mask for use by firefighters and/or other
emergency personnel working in hazardous environments. In
this regard, SCBA 1300 may be implemented to attach to a
portable air supply (e.g., one or more high-pressure air tanks)
and may further include an inhalation connection (e.g., a
mouthpiece or orinasal cover and a hose connector) to the air
supply while protecting a wearer’s face from hazardous envi-
ronments. In another embodiment, SCBA 1300 may be con-
figured for underwater use as a self-contained underwater
breathing apparatus (SCUBA).

[0174] SCBA 1300 may include a shield 1302, one or more
infrared imaging modules 1304, projector 1306, a processor
1308, and a communication module 1312, all of which may
be implemented in the same or similar manner as various
corresponding components of wearable apparatus 1200
described above with regard to FIG. 12.

[0175] SCBA 1300 may further include a mask frame 1301
(e.g., corresponding to structural members 1201 of FIG. 12)
onto which shield 1302 is sealingly fit. Mask frame 1301 may
include an edge that compliantly engages the contours of the
user’s face, so that the user’s face and SCBA 1300 form an
interior space that is substantially sealed from an external
environment. In some embodiments, the interior space of
SCBA 1300 may maintain a positive pressure (i.e., higher
pressure inside SCBA 1300 than outside) so as to prevent
inward leaking.

[0176] Shield 1302 may be made of a clear polymer (e.g.,
polycarbonate) or other similar suitable materials that allow
user 1203 to see through while providing a protective barrier
against heat, flames, intense infrared and ultraviolet rays,
debris, and/or other harmful elements from an external envi-
ronment. Shield 1302 may comprise multiple layers of pro-
tective shields and/or surface coatings to enhance protection.
[0177] Oneormore infrared imaging modules 1304 may be
positioned behind shield 1302 or mask frame 1301, and inter-
nal to SCBA 1300. Similarly, projector 1306, processor 1308,
communication module 1312, and other components may be
placed internal to SCBA 1300 (e.g., behind shield 1302 and
behind or within mask frame 1301). It will be appreciated that
these various components are thus advantageously protected
by shield 1302 and mask frame 1301 of SCBA 1300 itself,
without the need for separate protective external housings. It
will also be appreciated that the small size and weight of
infrared imaging modules 1304 advantageously permit these
components to be positioned internal to SCBA 1300. In con-
trast, conventional infrared cameras are typically too bulky
and heavy for such placement and thus must be implemented
with separate protective housings that add even further weight
and bulk, making them unsuitable for an apparatus worn on
the head or face of a user. In another embodiment, one or more
infrared imaging modules 1304 may be positioned on or
attached to SCBA 1300 externally.

[0178] Shield 1302 may include one or more apertures
1317 sealed by corresponding window assemblies 1318
capable of passing infrared radiation through to correspond-
ing infrared imaging modules 1304 situated behind shield
1302, behind mask frame 1301, and/or within mask frame
1301.

[0179] Inone embodiment, such a window assembly 1318
may include a window 1319 and a frame 1320. Window 1319
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may be configured to pass infrared radiation. For example,
window 1319 may include silicon and/or other materials
where appropriate to pass infrared radiation. Frame 1320 may
be configured to hold window 1319 and seal aperture 1317
with window 1319. In another embodiment, window assem-
bly 1318 may be implemented by window 1319 alone without
frame 1320. In another embodiment, infrared imaging mod-
ule 1304 may be configured to seal aperture 1317 to prevent
user 1203 from being exposed to the external environment if
the seal provided by the window assembly 1318 fails (e.g., to
prevent inward leaking of gas, liquid, radiation, and/or other
elements into the interior of SCBA 1300).

[0180] As discussed above in connection with projector
1206 of FIG. 12, projector 1306 may allow user 1203 to
selectively turn on/off and adjust the position of a projected
user-viewable thermal image 1340, for example, for simulta-
neously viewing projected user-viewable thermal image 1340
and an external environment through shield 1302. Distortion
correction may be performed by projector 1306 and/or pro-
cessor 1308 for user-viewable thermal image 1340 to be
projected on a curved surface of shield 1302 and/or projected
at an oblique angle, as described above. In other embodi-
ments, projector 1306 may project user-viewable thermal
image 1340 on an outer surface of shield 1302 and/or a plated
portion of a surface of shield 1302.

[0181] Thus, it will be appreciated that SCBA 1300 advan-
tageously allows user 1203 (e.g., firefighters, emergency per-
sonnel, divers, or anyone wearing SCBA 1300 for protection
from an external environment) to comfortably view a user-
viewable thermal image 1340 that helps user 1203 to recog-
nize much more about an external environment (e.g., see
through smoke, water or in darkness, discern victims or other
objects, detect the base of fire, detect the temperature of
objects, detect invisible gas leaks, or other phenomena) than
what can be seen through the naked eye or through CCD-
based or CMOS-based sensors, while also protecting the
user’s face and various components (e.g., protecting infrared
imaging modules 1304, projector 1306, processor 1308 with-
out a need for bulky and heavy external protective housings).
[0182] FIGS. 14A-Billustrate side views of wearable appa-
ratus 1200 implemented as welding masks 1400 and 1401 in
accordance with various embodiments of the disclosure.
Welding masks 1400/1401 may be worn by user 1203 and
may include a shield 1402, one or more infrared imaging
modules 1404, a projector 1406, and a processor 1408, all of
which may be implemented in the same or similar manner as
various corresponding components of wearable apparatus
1200 and SCBA 1300 described above. In welding mask 1400
of FIG. 14 A, projector 1406 is top mounted and shield 1402
has no user viewable opening. In welding mask 1401 of FIG.
14B, projector 1406 is bottom mounted and shield 1402 has a
user viewable opening 1405.

[0183] Shield 1402 may be made of one or more layers of
durable material that is opaque or substantially nontranspar-
ent, so as to protect a user’s face from intense light (e.g.,
including infrared and ultraviolet light) as well as from heat,
sparks, and other debris that may be generated during weld-
ing. In the embodiment of FIG. 14B, viewing window 1405
may be tinted (e.g., using tinted sheets of glass, polarized
lenses, automatic LCD shutter, or other appropriately tinted
materials) to attenuate the intensity of light that may reach
user’s eyes while still allowing user 1203 to see through.
[0184] As described above in connection with FIGS. 12 and
13A-C, various components may be protected by shield 1402
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of welding masks 1400/1401. As shown in FIG. 14B, shield
1402 may include one or more apertures 1417 sealed with
corresponding window assemblies 1418 implemented in the
same or similar manner as window assemblies 1218/1318
described above, so as to pass infrared light through to cor-
responding infrared imaging modules 1404 that may be posi-
tioned internal to shield 1402. In one embodiment, one or
more infrared imaging modules 1404 may be mounted exter-
nally, for example on a top outside surface of shield 1402, as
shown in FIG. 14A.

[0185] Projector 1406 may be configured to project a user-
viewable thermal image 1440 of a welding environment on a
portion of a surface of shield 1402 that is comfortable for a
user to view, as shown in FIGS. 14A-B. It is to be understood
that a surface of shield 1402 may also include a surface of
viewing window 1405, if desired.

[0186] User-viewable thermal image 1440 may help user
1203 better discern a welding scene, since user-viewable
thermal images 1440 may be substantially clear of blindingly
intense visible light radiation that are generated when weld-
ing. As described above with respect to FIG. 12, infrared
imaging modules 1404 and/or processor 1408 may be con-
figured to provide automatic exposure control, so as to gen-
erate user-viewable thermal images 1440 that are desirably
adjusted to the infrared intensity and temperature level in the
welding scene. Exposure-adjusted user-viewable thermal
images 1440 may provide a clear view of the welding scene
even when the infrared intensity and temperature level change
(e.g., when user 1203 turns off a welding arc to adjust a
welding tip of appropriate welding equipment), so that user
1203 can view the welding scene without having to lift,
remove, and/or otherwise adjust welding mask 1400/1401 for
a better view.

[0187] In addition, processor 1408 may be configured to
overlay temperature readings and/or temperature scales onto
a user-viewable thermal image 1440 to be projected onto a
surface of shield 1402. Such temperature readings and/or
temperature scales may help a user to determine whether the
temperature of a welding arc and/or welding pool is proper for
a welding task.

[0188] Thus, it will be appreciated that welding masks
1400/1401 advantageously protect a welder’s face as well as
various components of welding masks 1400/1401 from harsh
elements of a welding environment, while also presenting to
a welder a user-viewable thermal image 1440 that provides a
clearer view of a welding environment along with useful
information such as temperature readings of weld materials
and a view of otherwise invisible objects (e.g., gas leaks).
[0189] FIG. 15 illustrates a process to present a user-view-
able thermal image on wearable apparatus 1200, in accor-
dance with an embodiment of the disclosure. In this regard,
the process of FIG. 15 may be applied generally to wearable
apparatus 1200 and also to particular examples of wearable
apparatus 1200 such as SCBA 1300, welding masks 1400/
1401, and other applications where appropriate.

[0190] At block 1502, user 1203 may put on wearable
apparatus 1200 having shield 1202/1302/1402 that is config-
ured to protect at least a portion of the user’s face from
external environment 1230. For example, a firefighter may
put on SCBA 1300 to protect the firefighter’s face from a
scene of fire, a diver may put on SCBA 1300 when diving
underwater, or a welder may put on welding mask 1400/1401
to protect the welder’s face from a hazardous welding envi-
ronment.
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[0191] Atblock 1504, one or more thermal images of exter-
nal environment 1230 may be captured by one or more infra-
red imaging modules 1204/1304/1404. The one or more ther-
mal images may be received, for example, at processor 1208/
1308/1408 that is communicatively coupled via wired or
wireless link to one or more infrared imaging modules 1204/
1304/1404. At block 1506, a NUC process may be performed
to remove noise from the thermal images, for example, by
using various NUC techniques disclosed herein.

[0192] From the thermal images, user-viewable images
(e.g., thermograms) may be generated by processor 1208/
1308/1408 at block 1508. Also at block 1508, in various
embodiments, additional information and/or alarms may be
overlaid onto the user-viewable images by processor 1208/
1308/1408. Also at block 1508, if processor 1208/1308/1408
is configured to receive one or more thermal images from two
or more infrared imaging modules 1204/1304/1404, stereo-
scopic user-viewable images of external environment 1230
may be generated by processor 1208/1308/1408.

[0193] At block 1510, a distortion correction may be per-
formed on the user-viewable images by projector 1206/1306/
1406 and/or processor 1208/1308/1408. For example, projec-
tor 1206/1306/1406 may optically correct distortion of the
user-viewable images to be projected onto a curved surface
and/or projected at an oblique angle. In another example,
projector 1206/1306/1406 and/or processor 1208/1308/1408
may correct such distortion computationally using appropri-
ate holographic processes for projector 1206/1306/1406
based on interference/diffraction patterns.

[0194] At block 1512, the corrected user-viewable images
may be projected onto a surface of shield 1202/1302/1402 by
projector 1206/1306/1406 for viewing by a user while wear-
ing wearable apparatus 1200/SCBA 1300/welding mask
1400. The user-viewable images may be projected onto an
area of shield 1202/1302/1402 that is comfortable for viewing
by a user, for example, for simultaneously viewing projected
images and an external environment through shield 1202/
1302/1402.

[0195] Where applicable, various embodiments provided
by the present disclosure can be implemented using hard-
ware, software, or combinations of hardware and software.
Also where applicable, the various hardware components
and/or software components set forth herein can be combined
into composite components comprising software, hardware,
and/or both without departing from the spirit of the present
disclosure. Where applicable, the various hardware compo-
nents and/or software components set forth herein can be
separated into sub-components comprising software, hard-
ware, or both without departing from the spirit of the present
disclosure. In addition, where applicable, it is contemplated
that software components can be implemented as hardware
components, and vice-versa.

[0196] Software in accordance with the present disclosure,
such as non-transitory instructions, program code, and/or
data, can be stored on one or more non-transitory machine
readable mediums. Itis also contemplated that software iden-
tified herein can be implemented using one or more general
purpose or specific purpose computers and/or computer sys-
tems, networked and/or otherwise. Where applicable, the
ordering of various steps described herein can be changed,
combined into composite steps, and/or separated into sub-
steps to provide features described herein.

[0197] Embodiments described above illustrate but do not
limit the invention. It should also be understood that numer-
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ous modifications and variations are possible in accordance
with the principles of the invention. Accordingly, the scope of
the invention is defined only by the following claims.

What is claimed is:

1. A wearable apparatus comprising:

a shield configured to protect at least a portion of a user’s

face from an external environment;

an infrared imaging module comprising a focal plane array

(FPA) configured to capture a thermal image of the
external environment;

a processor configured to convert the thermal image into a

user-viewable image of the external environment; and

a projector configured to project the user-viewable image

onto an inner surface of the shield for viewing by the user
while wearing the apparatus.

2. The apparatus of claim 1, wherein the infrared imaging
module is positioned behind the shield to protect the infrared
imaging module from the external environment.

3. The apparatus of claim 2, further comprising:

an aperture in the shield; and

awindow assembly configured to seal the aperture and pass

infrared radiation from the external environment to the
infrared imaging module.

4. The apparatus of claim 3, wherein the window assembly
comprises:

a window comprising silicon and configured to pass the

infrared radiation; and

a frame configured to hold the window and seal the aper-

ture with the window.

5. The apparatus of claim 3, wherein the infrared imaging
module is configured to seal the aperture to prevent the user
from being exposed to the external environment if the seal
provided by the window assembly fails.

6. The apparatus of claim 1, wherein:

the apparatus is a self-contained breathing apparatus

(SCBA) further comprising a mask frame sealingly
coupled to the shield and configured to sealingly engage
the user; and

the shield is configured to pass at least some visible light

from the external environment to the user for viewing the
external environment through the shield.

7. The apparatus of claim 1, wherein:

the apparatus is a welding mask; and

at least a majority of the shield is substantially opaque and

configured to substantially block visible light from the
external environment.

8. The apparatus of claim 1, wherein:

the infrared imaging module is a first infrared imaging

module;

the thermal image is a first thermal image;

the apparatus further comprises a second infrared imaging

module configured to capture a second thermal image of
the external environment; and

the user-viewable image is a stereoscopic image of the

external environment based on the first and second ther-
mal images.

9. The apparatus of claim 1, wherein the projector is further
configured to perform a distortion correction of the user-
viewable image to compensate for at least one of an angle of
projection or a shape of the inner surface of the shield.

10. The apparatus of claim 1, wherein the projector is a
holographic projector.
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11. The apparatus of claim 1, wherein:

the thermal image is an unblurred thermal image of the

external environment;

the infrared imaging module is further configured to cap-

ture an intentionally blurred thermal image of the exter-
nal environment; and

the processor is further configured to determine a plurality

of non-uniform correction (NUC) terms based on the
intentionally blurred thermal image, apply the NUC
terms to the unblurred thermal image to remove noise
form the unblurred thermal image, and convert the
unblurred thermal image into the user-viewable image.

12. A method of presenting a user-viewable image on a
wearable apparatus, the method comprising:

capturing, at a focal plane array (FPA) of an infrared imag-

ing module of the wearable apparatus, a thermal image
of an external environment;

converting the thermal image into a user-viewable image of

the external environment; and

projecting the user-viewable image onto an inner surface of

a shield of the wearable apparatus for viewing by a user,
wherein the shield protects atleast a portion of the user’s
face while the wearable apparatus is worn by the user.

13. The method of claim 12, wherein the infrared imaging
module is positioned behind the shield to protect the infrared
imaging module from the external environment.

14. The method of claim 13, wherein the capturing further
comprises receiving infrared radiation from the external envi-
ronment through an aperture in the shield and through a
window assembly configured to seal the aperture.

15. The method of claim 14, wherein the window assembly
comprises;

a window comprising silicon and configured to pass the

infrared radiation; and

a frame configured to hold the window and seal the aper-

ture with the window.

16. The method of claim 14, further comprising sealing the
aperture by the infrared imaging module to prevent the user
from being exposed to the external environment if the seal
provided by the window assembly fails.

17. The method of claim 12, wherein the apparatus is a
self-contained breathing apparatus (SOBA), the method fur-
ther comprising:

sealingly engaging a mask frame of the apparatus with the

user, wherein the mask frame is sealingly coupled to the
shield;

passing at least some visible light from the external envi-

ronment through the shield to the user for viewing the
external environment through the shield.

18. The method of claim 12, wherein the apparatus is a
welding mask and at least a majority of the shield is substan-
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tially opaque, the method further comprising substantially
blocking visible light from the external environment by the
shield.
19. The method of claim 12, wherein:
the infrared imaging module is a first infrared imaging
module;
the thermal image is a first thermal image;
the method further comprises capturing, at a second infra-
red imaging module of the wearable apparatus, a second
thermal image of the external environment; and
the user-viewable image is a stereoscopic image of the
external environment based on the first and second ther-
mal images.
20. The method of claim 12, further comprising:
performing a distortion correction of the user-viewable
image to compensate for at least one of an angle of
projection or a shape of the inner surface of the shield.
21. The method of claim 12, wherein the projecting is
performed by a holographic projector.
22. The method of claim 12, wherein the thermal image is
an unblurred thermal image, the method further comprising:
capturing an intentionally blurred thermal image of the
external environment;
determining a plurality of non-uniform correction (NUC)
terms based on the intentionally blurred thermal image;
applying the NUC terms to the unblurred thermal image to
remove noise from the unblurred thermal image; and
converting the unblurred thermal image into the user-view-
able image.
23. A method of constructing a wearable apparatus, the
method comprising:
providing a shield for protecting at least a portion of a
user’s face from an external environment;
positioning an infrared imaging module relative to the
shield, wherein the infrared imaging module comprises
afocal plane array (FPA) configured to capture a thermal
image of the external environment while the apparatus is
worn by the user;
positioning a projector relative to the shield, wherein the
projector is configured to project a user-viewable image
of the external environment onto an inner surface of the
shield for viewing by the user while wearing the appa-
ratus; and
communicatively coupling a processor with the infrared
imaging module and the projector.
24. The method of claim 23, further comprising:
providing an aperture in the shield; and
sealing the aperture with a window assembly that is
adapted to pass infrared radiation from the external envi-
ronment to the infrared imaging module.
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