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(57) ABSTRACT

An apparatus comprising a plurality of ports, and a processor
coupled to the ports and configured to receive a plurality of
video frames from any of the ports, wherein the video frames
comprise an object and a background, and wherein the video
frames comprise a plurality of color pixels for the object and
the background, receive a plurality of depth frames from any
of'the ports, wherein the depth frames comprise the object and
the background, and wherein the depth frames comprise an
indication of an object depth relative to a background depth,
and encode the video frames using the indication of the object
depth relative to the background depth.
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USING DEPTH INFORMATION TO ASSIST
MOTION COMPENSATION-BASED VIDEO
CODING

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to U.S. Provisional
Application No. 61/635,690 filed Apr. 19, 2012 by Zhenyu
Wu, et al., and titled “System and Method for Motion Com-
pensation-Based Video Coding,” which is incorporated by
reference as if reproduced in its entirety.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

[0002] Not applicable.

REFERENCE TO A MICROFICHE APPENDIX

[0003] Not applicable.

BACKGROUND

[0004] Typically, video involves displaying a sequence of
still images or frames in relatively quick succession, thereby
causing a viewer to perceive motion. Each frame may com-
prise a plurality of pixels, each of which may represent a
single reference point in the frame. The amount of data
needed to depict even a short video segment may be substan-
tial, resulting in difficulties when the data is communicated
across a network with limited bandwidth capacity. Video may
therefore be compressed via video compression hardware or
software on a device that is the source of the video. The
compression may be part of an encoding process prior to the
video stream being communicated across the network, which
decreases the quantity of data needed to communicate the
video. Encoding may refer to a process of converting source
data into symbols. Video may then be decompressed via video
decompression hardware or software on a device that is the
receiver of the video as part of a decoding process. Decoding
may refer to a process of converting symbols back into source
data. Improved compression and decompression techniques
may increase compression ratios and thus reduce the amount
of'data necessary to communicate video without substantially
reducing video quality. In addition, improved compression
and decompression techniques may improve video quality.

SUMMARY

[0005] In one embodiment, the disclosure includes an
apparatus comprising a plurality of ports, and a processor
coupled to the ports and configured to receive a plurality of
video frames from any of the ports, wherein the video frames
comprise an object and a background, and wherein the video
frames comprise a plurality of color pixels for the object and
the background, receive a plurality of depth frames from any
of'the ports, wherein the depth frames comprise the object and
the background, and wherein the depth frames comprise an
indication of an object depth relative to a background depth,
and encode the video frames using the indication of the object
depth relative to the background depth.

[0006] In another embodiment, the disclosure includes a
system comprising a camera configured to obtain a plurality
of'video frames, wherein the video frames comprise an object
and a background, and wherein the video frames comprise a
plurality of color pixels for the object and the background, a
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depth device configured to obtain a plurality of depth frames,
wherein the depth frames comprise the object and the back-
ground, and wherein the depth frames comprise an indication
of an object depth relative to a background depth, and an
encoder coupled to the camera and the depth device, wherein
the encoder is configured to encode the video frames using the
indication of the object depth relative to the background
depth.

[0007] Inyetanother embodiment, the disclosure includes
a method comprising receiving a plurality of video frames
from any of the ports, wherein the video frames comprise an
object and a background, and wherein the video frames com-
prise a plurality of color pixels for the object and the back-
ground, receiving a plurality of depth frames from any of the
ports, wherein the depth frames comprise the object and the
background, and wherein the depth frames comprise an indi-
cation of an object depth relative to a background depth, and
encoding the video frames using the indication of the object
depth relative to the background depth.

[0008] These and other features will be more clearly under-
stood from the following detailed description taken in con-
junction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] For a more complete understanding of this disclo-
sure, reference is now made to the following brief description,
taken in connection with the accompanying drawings and
detailed description, wherein like reference numerals repre-
sent like parts.

[0010] FIG. 1 is a schematic diagram of a communication
system according to an embodiment of the disclosure.
[0011] FIG. 2 is an example of a depth frame.

[0012] FIG. 3 is a flowchart illustrating a video encoding
method according to an embodiment of the disclosure.
[0013] FIG. 4 is a schematic diagram of a network device
according to an embodiment of the disclosure.

DETAILED DESCRIPTION

[0014] It should be understood at the outset that, although
an illustrative implementation of one or more embodiments
are provided below, the disclosed systems and/or methods
may be implemented using any number of techniques,
whether currently known or in existence. The disclosure
should in no way be limited to the illustrative implementa-
tions, drawings, and techniques illustrated below, including
the exemplary designs and implementations illustrated and
described herein, but may be modified within the scope of the
appended claims along with their full scope of equivalents.

[0015] Video encoding may comprise motion estimation.
In the context of video encoding, motion estimation may refer
to a particular process for determining motion vectors relat-
ing one video frame to another video frame. Motion estima-
tion may employ a block matching algorithm. In such an
algorithm, an encoder may divide a video frame into macrob-
locks, which, in turn, may be sub-divided into smaller sub-
macroblocks. The original macroblocks and sub-divided sub-
macroblocks may also be referred to as coding blocks. The
encoder may identify a first macroblock in a first video frame.
Then, by sequentially scanning each macroblock across a
second video frame, the encoder may identify a second mac-
roblock in the second video frame that most closely
resembles the first macroblock in the first video frame. If the
second macroblock is shifted along a two-dimensional grid
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with respect to the first macroblock, then the encoder may,
upon encoding the data from the two video frames, fully
describe the first macroblock and describe the second mac-
roblock only in terms of a motion vector describing the
shifted distance. Otherwise, the encoder may fully describe
both the first macroblock and the second macroblock. When
compared to the latter scenario, the former scenario employ-
ing a motion vector may reduce the amount of data needed to
describe the two video macroblocks and thus the two video
frames. The encoder may repeat the process and determine
motion estimation information for a finite number of video
frames at a time until, for example, a video conference is
complete.

[0016] Motion estimation may be a substantial source of
computational resource consumption for video encoding. In
some cases, motion estimation may account for 60% to 70%
of the computational resource consumption. Some existing
solutions therefore attempt to reduce the computational
resource consumption of motion estimation using improved
algorithms, such as fast motion estimation and mode decision
techniques. In the example of the two video frames and two
macroblocks above, the encoder may search for the second
macroblock using pre-defined search patterns and early ter-
mination criteria. In using those techniques, the encoder may
skip searching candidates in the second video frame that are
unlikely to match the first macroblock. Continuing with the
example of the two video frames and the two macroblocks
above, the encoder may first look for spatial and/or temporal
neighbors of the first macroblock, or the encoder may look for
the first macroblock’s co-located block at a different spatial
resolution. Other existing solutions may require powerful
hardware, such as more powerful graphics processing units
(GPUs), digital signal processors (DSPs), and field-program-
mable gate arrays (FPGAs). However, such systems and
architectures are undesirable from a computational resource
consumption standpoint.

[0017] Disclosed herein are systems and methods for an
improved encoding technique. The disclosed technique may
apply to videoconferencing, telepresence, video surveillance,
and other applications involving images or videos. With this
technique, video may be captured by both a pixel-based cam-
era and a depth device. An encoder may then segment objects
using both pixel data and depth data, track those objects
across video frames, construct motion models of those
objects, and derive motion vectors of those objects based on
the motion models. In this context, segmentation may refer to
partitioning a frame into sets of pixels. For example, an indi-
vidual object in the frame may be partitioned from the rest of
the frame. By employing this technique, the encoder may at
least partially reduce the amount of motion estimation that
would otherwise be needed. The reduction in motion estima-
tion may lead to reduced computational resource consump-
tion, which may result in a need for less complex hardware
and thus reduce hardware cost and power consumption. The
reduced computational resource consumption may also result
in a need for less data and thus improve video capacity and
video quality. Furthermore, the disclosed technique may
directly result in improved compression efficiency. Finally,
the disclosed technique may directly result in improved video
quality.

[0018] The reduction in computational resource consump-
tion using the disclosed technique may occur in at least two
ways. First, the encoder may, for the modeled objects, bypass
motion estimation in favor of the disclosed technique. Deriv-
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ing the motion vectors for the modeled objects using the
disclosed technique may require less computational resource
consumption than motion estimation otherwise would. Sec-
ond, instead of bypassing motion estimation for the modeled
objects, the encoder may use the derived motion vectors to
determine better (e.g., more optimal) motion predictors to
start motion estimation for macroblocks within the modeled
objects than previous techniques. In that way, the encoder
may decrease computational resource consumption by avoid-
ing searching for macroblocks that are unlikely matches.
[0019] The improved compression efficiency using the dis-
closed technique may occur in at least two ways. First, as
discussed above, motion estimation may comprise an encoder
sequentially scanning each macroblock across a video frame
until it finds a matching macroblock. When doing so, the
encoder does not yet know the motion vectors for unencoded
macroblocks neighboring the matching macroblock. That
process may result in a motion vector that is better (e.g., more
optimal) for the matching macroblock, but suboptimal when
the neighboring macroblocks are considered together. With
the disclosed technique, the encoder may know the motion
vectors for neighboring macroblocks belonging to modeled
objects. The encoder may use that information to derive better
(e.g., more optimal) motion vectors for the un-modeled areas
of the video frame. Second, as discussed above, the encoder
may use the derived motion vectors to determine better (e.g.,
more optimal) motion predictors. Given a fixed-size motion
search window, the better motion predictors may produce
better (e.g., more optimal) motion estimation motion vectors
than previous techniques.

[0020] The disclosed technique may directly improve qual-
ity because the depth data may more accurately reflect the true
motion of the object. For that reason, the disclosed technique
may result in fewer artifacts, or distortions, when compared to
using pixel data only.

[0021] FIG. 1 is a schematic diagram of a communication
system 100 according to an embodiment of the disclosure.
The communication system 100 may comprise a primary
device 110 communicatively coupled to a plurality of second-
ary devices 160 via a network 150. The primary device 110
may be a mobile phone, a tablet computer, a desktop com-
puter, a notebook computer, or another device. Each of the
secondary devices 160 may likewise be a mobile phone, a
tablet computer, a desktop computer, a notebook computer, or
another device. The network 150 may be the Internet, a wire-
less mobile phone network, or another network.

[0022] The primary device 110 may comprise a camera
120, a depth device 130, and an encoder 140. The camera 120
may be any camera suitable for capturing images or video
frames. Images or video frames are well known in the art, and
each image or video frame may comprise a plurality of pixels
in a red-green-blue (RGB) or other suitable color space. The
depth device 130 may be part of the primary device 110 as
shown. Alternatively, the depth device 130 may be an attach-
ment to the primary device 110 or may simply be communi-
catively coupled to the primary device 110. The depth device
130 may be a depth sensor, a light field camera, a ranging
camera, an infrared camera, an ultraviolet camera, a radar or
sonar assembly, a complementary metal-oxide-semiconduc-
tor (CMOS) visual sensor, a charged-coupled device (CCD)
visual sensor, a combination of visual sensors, or another
depth device suitable for capturing depth frames. The depth
device 130 may capture such depth frames in coordination
with the camera 120, and as such is generally located close to
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(e.g., within six inches of) the camera 120 and has a viewing
angle similar to that of the camera 120. In other words, if the
camera 120 captures a video frame of a specific area of focus
at a specific time, the depth device 130 may capture a depth
frame corresponding to the same area of focus and the same
time. The depth device 130 may capture the depth frames
using infrared or other electromagnetic waves. The depth
frames may comprise a plurality of different intensity values
representing different depths. For example, high or bright
intensities may represent objects that are relatively closer to
the depth device 130, while low or dim intensities may rep-
resent objects that are relatively farther from the depth device
130. Alternatively, the depth frames may comprise an
approximate or absolute (e.g., numerical) measurement of the
distance of some or all of the pixels in the objects from the
depth device 130. In an embodiment, a depth frame may
comprise pixels so that each pixel of the depth frame corre-
sponds to a pixel located at the same area of the corresponding
video frame.

[0023] FIG.2isanexample ofadepth frame 200. The depth
frame 200 comprises a person 210 in a foreground of the
depth frame 200 and a sofa 220 in a background of the depth
frame 200. As shown, the person 210 is relatively close in the
depth frame 200 and is therefore represented by bright inten-
sities or less dense shading, while the sofa 220 is relatively far
away in the depth frame 200 and is therefore represented by
dim intensities or denser shading. The area behind the sofa
220 is even farther away and is therefore represented by even
dimmer intensities or even denser shading. One skilled in the
art will appreciate how a depth frame may typically appear.
[0024] Returning to FIG. 1, the encoder 140 may be any
encoder suitable for encoding video data. The encoder 140
may be an individual module or it may be part of a larger
computing process. It will be appreciated that the primary
device 110 may also comprise a video decoder (not shown)
and perhaps a display screen (not shown).

[0025] The depth device 130 may have some limitations.
First, differences in the distance between the depth device 130
and the object, the minimum distinguishable distance difter-
ence, and viewing angles may decrease performance. Second,
it may be important to carefully coordinate the camera 120
and the depth device 130 in order to properly align the video
frames and the depth frames. Without such careful coordina-
tion, the disclosed technique may not be fully appreciated.
[0026] The primary device 110 may participate in a video
call with at least one of the secondary devices 160. The
primary device 110 and each of the participating secondary
devices 160 may transmit and receive data to participate in the
video call. For example, the primary device 110 may capture
data via the camera 120 and the depth device 130, encode the
data via the encoder 140, and transmit that encoded data to the
participating secondary devices 160. At the same time, the
primary device 110 may receive encoded data from the par-
ticipating secondary devices 160 and decode that received
data. As such, the secondary devices 160 may comprise the
same components as the primary device 110. The primary
device 110 and each of the secondary devices 160 may per-
form the above tasks and the tasks described below through
any combination of hardware and software.

[0027] FIG. 3 is a flowchart illustrating a video encoding
method 300 according to an embodiment of the disclosure.
The method 300 may be implemented in the primary device
110 described above, for example, in the encoder 140. In
addition, the method 300 may include the generic steps of
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image extraction 365, object segmentation 370, motion cal-
culation 375, and video encoding 380.

[0028] The method 300 may begin at step 305, where a
video frame may be received from any suitable source, such
asthe camera 120. At step 310, a depth frame may be received
from any suitable source, such as the depth device 130. As
described above, the video frame and the depth frame may
correspond to the same area of focus at the same time. At step
315, pixel data may be extracted from the video frame. The
pixel data may be the red, green, and blue values used to form
each pixel in the video frame. At step 320, depth data may be
extracted from the depth frame. The depth data may be the
intensity values used to form each pixel in the depth frame and
may indicate the relative distances of objects from the depth
device 130.

[0029] Atstep 325, anobject may be segmented. The object
may, for example, be a sofa in a background of the video
frame and the depth frame (as shown in FIG. 2). Color pat-
terns in the video frame may be used to segment the object.
For example, if the sofa has red and white stripes, then the
encoder 140 would segment the sofa from the rest of the video
frame by distinguishing and segmenting the group of red and
white colors from the rest of the video frame. However, object
segmentation using only pixel data may be relatively complex
and error-prone. For example, if a person in the foreground of
the video frame is wearing a shirt with red and white stripes,
then the encoder 140 may incorrectly segment both the per-
son’s shirt and the sofa as one object because the two objects
share similar patterns and colors. Object segmentation using
depth data may determine depth patterns in depth frames. For
example, the sofa may be at a substantially uniform depth in
the background of the depth frame, and hence its pixels will
exhibit a substantially similar intensity among themselves.
Because the sofa is in the background, the sofa may exhibit
relatively dim intensities. Contrarily, because the person’s
shirt is in the foreground, the person’s shirt may exhibit
relatively bright intensities. Object segmentation using depth
data may be highly correlated with object segmentation using
pixel data, meaning the two object segmentation methods
may complement each other and provide for improved object
segmentation. The improvement may be particularly appar-
ent when segmenting objects in frames with distinct fore-
ground objects and distinct background objects. For example,
while object segmentation using only pixel data may combine
the person’s shirt and the sofa as one segmented object, also
employing object segmentation using depth data may help
distinguish the person’s shirt from the sofa. Thus, employing
object segmentation using both pixel data and depth data may
lower complexity and improve reliability compared to object
segmentation using only pixel data.

[0030] At step 330, the method 300 may determine if the
segmented object is rigid. A rigid object may refer to an object
that may move locations across video frames, but does not
substantially change within the boundaries of the object itself.
For example, the sofa may move across video frames if the
camera 120 moves its area of focus; however, the sofa itself
may not substantially change its shape or color. Contrarily, a
person’s face may change its shape across video frames. For
example, a person may open his mouth to speak or close his
eyes to blink. If the object is not rigid, then the process may
proceed to step 350. At step 350, the encoder may perform
motion estimation of the object and proceed to step 355. Ifthe
object is rigid, then the method 300 may proceed to step 335.
It is important to note that object segmentation may comprise
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segmenting parts of a larger object, for example, a human
torso from the rest of the human body. This may be done
because the torso may remain rigid across video frames,
while the face may change its shape across video frames. In
addition, a primary object may be segmented by distinguish-
ing its depth from secondary objects. The secondary objects
may be considered as being in the background because they
may be behind the primary object. In other words, the words
“foreground” and “background” may be used in relative
terms.

[0031] At step 335, the object may be identified and
tracked. In other words, the encoder 140 may employ the dual
object segmentation methods described above and identify in
a finite number of subsequent frames the object that was
segmented in the first frame. The method 300 may then track
how that object moves across frames.

[0032] Atstep 340, the object motion may be modeled. The
encoder 140 may do so using any suitable global motion
models, including translational, geometric, affine, and per-
spective models. Those models are listed in order of lower-
order models to higher-order models corresponding to more
specific to more general motions and are described in “Global
Motion Estimation from Coarsely Sampled Motion Vector
Field and the Applications,” Yeping Su, et al., IEEE Transac-
tions on Circuits and Systems for Video Technology, vol. 15,
no. 2, February 2005, which is incorporated by reference as if
reproduced in its entirety.

[0033] At step 345, the method 300 may use the object
motion modeling described above to derive a motion vector
for each coding block of the object. The motion vectors may
describe the actual motion trajectory of each coding block of
the object across frames. In addition, the method 300 may
determine from the depth frames that objects not moving
across frames are static background with no motion.

[0034] The method 300 may then proceed to either step 350
or step 355. If proceeding to step 350, the method 300 may, as
described above, use the derived motion vectors to determine
more optimal motion predictors to start motion estimation for
coding blocks within the modeled objects, then proceed to
step 355. Otherwise, the process may proceed directly to step
355. At step 355, the method 300 may encode the data, includ-
ing the derived motion vectors, describing the video frames.
At step 360, the method 300 may output the encoded data, for
example, transmit the encoded video data to the secondary
devices 160. By using the above method 300 of deriving and
encoding motion vectors for rigid objects, the encoder may be
said to be using motion compensation-based video coding.
[0035] The improved compression efficiency described
herein may depend on how accurately objects may be seg-
mented and tracked. For example, applications like video
conferencing and video surveillance, where objects are rela-
tively distinct and exhibit simple motions, may demonstrate
the most improvement.

[0036] FIG. 4 is a schematic diagram of a network device
400 according to an embodiment of the disclosure. The net-
work device 400 may comprise a plurality of ingress ports
410 and/or receiver units (Rx) 420 for receiving data, a pro-
cessor or logic unit 430 to process signals, a plurality of egress
ports 440 and/or transmitter units (Tx) 450 for transmitting
data to other components, and a memory 460. The network
device 400 may be suitable for implementing the features,
methods, and devices described above, and as such may be
part of the primary device 110 and/or the secondary devices
160 illustrated in FIG. 1 and described in the disclosure. For
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example, the ingress ports 410 may be coupled to the camera
120 and the depth device 130, and the egress ports 440 may be
coupled to the network 150. In addition, the encoder 140 may
be implemented in the processor 430 and/or the memory 460.
As such, the processor 430 and/or the memory 460 may
comprise a video encoding module 470, which may corre-
spond to the method 300. The video encoding module 470
may comprise an image extraction sub-module 475 (which
may comprise instructions for implementing the image
extraction 365), an object segmentation sub-module 480
(which may comprise instructions for implementing the
object segmentation 370), a motion calculation sub-module
485 (which may comprise instructions for implementing the
motion calculation 375), and a video encoding sub-module
490 (which may comprise instructions for implementing the
video encoding 380).

[0037] The processor 430, which may be referred to as a
central processing unit (CPU), may be in communication
with the ingress ports 410, receiver units 420, egress ports
440, transmitter units 450, and memory 460. The processor
430 may be implemented as one or more CPU chips, cores
(e.g., amulti-core processor), field-programmable gate arrays
(FPGAs), application specific integrated circuits (ASICs),
and/or digital signal processors (DSPs), and/or may be part of
one or more ASICs.

[0038] The memory 460 may be comprised of one or more
disks, tape drives, or solid-state drives; may be used for non-
volatile storage of data and as an over-flow data storage
device; may be used to store programs when such programs
are selected for execution; and may be used to store instruc-
tions and perhaps data that are read during program execu-
tion. The memory 460 may be volatile and/or non-volatile and
may be read only memory (ROM) and/or random access
memory (RAM).

[0039] Atleastone embodimentis disclosed and variations,
combinations, and/or modifications of the embodiment(s)
and/or features of the embodiment(s) made by a person hav-
ing ordinary skill in the art are within the scope of the disclo-
sure. Alternative embodiments that result from combining,
integrating, and/or omitting features of the embodiment(s)
are also within the scope of the disclosure. Where numerical
ranges or limitations are expressly stated, such express ranges
or limitations may be understood to include iterative ranges or
limitations of like magnitude falling within the expressly
stated ranges or limitations (e.g., from about 1 to about 10
includes, 2, 3, 4, etc.; greater than 0.10 includes 0.11, 0.12,
0.13, etc.). For example, whenever a numerical range with a
lower limit, R,, and an upper limit, R, is disclosed, any
number falling within the range is specifically disclosed. In
particular, the following numbers within the range are spe-
cifically disclosed: R=R+k*(R,~R;), wherein k is a variable
ranging from 1 percent to 100 percent with a 1 percent incre-
ment, i.e., k is 1 percent, 2 percent, 3 percent, 4 percent, 5
percent, . . . , 50 percent, 51 percent, 52 percent, . . ., 95
percent, 96 percent, 97 percent, 98 percent, 99 percent, or 100
percent. Moreover, any numerical range defined by two R
numbers as defined in the above is also specifically disclosed.
The use of the term “about” means+/—-10% of the subsequent
number, unless otherwise stated. Use of the term “optionally™
with respect to any element of a claim means that the element
is required, or alternatively, the element is not required, both
alternatives being within the scope of the claim. Use of
broader terms such as comprises, includes, and having may be
understood to provide support for narrower terms such as
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consisting of, consisting essentially of, and comprised sub-
stantially of. Accordingly, the scope of protection is not lim-
ited by the description set out above but is defined by the
claims that follow, that scope including all equivalents of the
subject matter of the claims. Each and every claim is incor-
porated as further disclosure into the specification and the
claims are embodiment(s) of the present disclosure. The dis-
cussion of a reference in the disclosure is not an admission
that it is prior art, especially any reference that has a publica-
tion date after the priority date of this application. The dis-
closure of all patents, patent applications, and publications
cited in the disclosure are hereby incorporated by reference,
to the extent that they provide exemplary, procedural, or other
details supplementary to the disclosure.
[0040] While several embodiments have been provided in
the present disclosure, it may be understood that the disclosed
systems and methods might be embodied in many other spe-
cific forms without departing from the spirit or scope of the
present disclosure. The present examples are to be considered
as illustrative and not restrictive, and the intention is not to be
limited to the details given herein. For example, the various
elements or components may be combined or integrated in
another system or certain features may be omitted, or not
implemented.
[0041] In addition, techniques, systems, subsystems, and
methods described and illustrated in the various embodi-
ments as discrete or separate may be combined or integrated
with other systems, modules, techniques, or methods without
departing from the scope of the present disclosure. Other
items shown or discussed as coupled or directly coupled or
communicating with each other may be indirectly coupled or
communicating through some interface, device, or interme-
diate component whether electrically, mechanically, or oth-
erwise. Other examples of changes, substitutions, and alter-
ations are ascertainable by one skilled in the art and may be
made without departing from the spirit and scope disclosed
herein.
What is claimed is:
1. An apparatus comprising:
a plurality of ports; and
a processor coupled to the ports and configured to:
receive a plurality of video frames from any of the ports,
wherein the video frames comprise an object and a
background, and wherein the video frames comprise a
plurality of color pixels for the object and the back-
ground;
receive a plurality of depth frames from any of the ports,
wherein the depth frames comprise the object and the
background, and wherein the depth frames comprise
an indication of an object depth relative to a back-
ground depth; and
encode the video frames using the indication of the
object depth relative to the background depth.
2. The apparatus of claim 1, wherein encoding the video
frame comprises:
extracting the color pixels from the video frames;
extracting the indication of an object depth relative to a
background depth from the depth frames;
segmenting the object from the background using the indi-
cation of the object depth relative to the background
depth;
calculating a motion of the object; and
encoding the object.
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3. The apparatus of claim 2, wherein calculating the motion
of the object comprises:

determining that the object is not rigid; and

performing a motion estimation for the object.

4. The apparatus of claim 2, wherein calculating the motion
of the object comprises:

determining that the object is rigid;

tracking the object across the background over the frames;

modeling the motion of the object; and

deriving a motion vector for a first coding block of the
object.

5. The apparatus of claim 4, wherein the motion vector is
used to describe a motion of the first coding block, but motion
estimation is used to describe a motion of a second coding
block of the video frames.

6. The apparatus of claim 5, wherein the modeling is based
on a translational, geometric, affine, or perspective model.

7. The apparatus of claim 1, wherein the indication of the
object depth relative to the background depth is represented
by differences in color intensity.

8. The apparatus of claim 1, wherein the indication of the
object depth relative to the background depth is represented
by numerical distances of the object from a depth sensor.

9. The apparatus of claim 1, wherein the video frames are
used for videoconferencing, telepresence, or video surveil-
lance.

10. A system comprising:

a camera configured to obtain a plurality of video frames,
wherein the video frames comprise an object and a back-
ground, and wherein the video frames comprise a plu-
rality of color pixels for the object and the background;

a depth device configured to obtain a plurality of depth
frames, wherein the depth frames comprise the object
and the background, and wherein the depth frames com-
prise an indication of an object depth relative to a back-
ground depth; and

an encoder coupled to the camera and the depth device,
wherein the encoder is configured to encode the video
frames using the indication ofthe object depth relative to
the background depth.

11. The system of claim 10, wherein the encoder com-

prises:

an image extraction sub-module configured to extract the
color pixels from the video frames and extract the indi-
cation of an object depth relative to a background depth
from the depth frames;

an object segmentation sub-module configured to segment
the object from the background using the indication of
the object depth relative to the background depth;

a motion calculation sub-module configured to calculate a
motion of the object; and

a video encoding sub-module configured to encode the
object.

12. The system of claim 11, wherein calculating the motion

of the object comprises:

determining whether the object is rigid;

performing a motion estimation for the object when the
object is not rigid;

tracking the object across the background over the frames
when the object is rigid;

modeling the motion of the object when the object is rigid;
and

deriving a motion vector for a coding block of the object
when the object is rigid.
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13. The system of claim 12, wherein the depth device is an
infrared camera.
14. The system of claim 12, wherein the depth device is an
ultraviolet camera.
15. The system of claim 12, wherein the depth device is a
radar system or a sonar system.
16. The system of claim 13, wherein the depth device is a
depth sensor, a light field camera, a ranging camera, a
complementary metal-oxide-semiconductor (CMOS) visual
sensor, a charged-coupled device (CCD) visual sensor, or a
combination of visual sensors.
17. A method comprising:
receiving a plurality of video frames from any of the ports,
wherein the video frames comprise an object and a back-
ground, and wherein the video frames comprise a plu-
rality of color pixels for the object and the background;

receiving a plurality of depth frames from any of the ports,
wherein the depth frames comprise the object and the
background, and wherein the depth frames comprise an
indication of an object depth relative to a background
depth; and

encoding the video frames using the indication of the

object depth relative to the background depth.
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18. The method of claim 17, wherein encoding the video
frame comprises:
extracting the color pixels from the video frames;
extracting the indication of an object depth relative to a
background depth from the depth frames;
segmenting the object from the background using the indi-
cation of the object depth relative to the background
depth;
calculating a motion of the object; and
encoding the object.
19. The method of claim 18, wherein calculating the
motion of the object comprises:
determining that the object is not rigid; and
performing a motion estimation for the object.
20. The method of claim 18, wherein estimating the motion
of the object comprises:
determining that the object is rigid;
tracking the object across the background over the frames;
modeling the motion of the object; and
deriving a motion vector for a coding block of the object.
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