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FIG. 16
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IMAGE RECOGINITION DEVICE, IMAGE
RECOGNITION METHOD, AND IMAGE
RECOGNITION PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] Priority is claimed on Japanese Patent Application
No.2012-025874, filed onFeb. 9, 2012, the contents of which
are entirely incorporated herein by reference.

BACKGROUND OF THE INVENTION

[0002] 1. Field of the Invention

[0003] The present invention relates to an image recogni-
tion device, an image recognition method, and an image
recognition program.

[0004] 2. Background Art

[0005] Recently, an adaptive cruise control (ACC) system,
a forward collision warning (FCW) system, a pedestrian col-
lision warning system, and the like have been developed as a
driving support system or a preventive safety system of a
vehicle. The distribution of low-cost systems using an on-
board camera is expected.

[0006] Pattern recognition has been often used for recog-
nition of an object using an on-board camera (for example,
see Japanese Unexamined Patent Application, First Publica-
tion No. 2007-310805 (Patent Document 1)).

[0007] An object recognition algorithm using the pattern
recognition is constructed by combining classifiers of Ada-
Boost, SVM (Support Vector Machine), or the like with fea-
ture values of Haar-like, HOG (Histograms of Oriented Gra-
dients), or the like.

[0008] Inthe pattern recognition, in order to extract a target
object (an image of the target object) from a captured image,
animage region (window) from which an object is recognized
is set to various sizes and the object recognition algorithm is
performed for each window.

[0009] As another approach, a method of estimating the
three-dimensional structure of a traveling environment based
on an on-board stereoscopic camera or monocular camera
and detecting an object is also considered.

[0010] For example, when an on-board monocular camera
is used, a technique (which is referred to as a 3D analysis
technique in this specification) using acquired time-series
images is known (for example, see Japanese Unexamined
Patent Application, First Publication No. 2011-146017
(Patent Document 2)).

[0011] Inthe 3D analysis technique, feature points, optical
flows, and the like are calculated from images (for example,
an image at time t and an image at time t-1) having a time
difference, the motion of a traveling vehicle is estimated, and
then a target object, an obstacle, or the like is detected. Here,
the pattern recognition is more advantageous in performance
for recognizing a target object.

[0012] A pattern recognition process which is performed
by an object recognition unit (for example, a processing unit
corresponding to an object recognition unit 13 shown in FIG.
1) according to the background art will be described below
with reference to FIG. 18.

[0013] FIG. 18 is a flowchart illustrating an example of a
process flow which is performed by an object recognition unit
according to the background art.

[0014] In this example, a recognition algorithm is con-
structed by HOG feature values and real AdaBoost classifiers.
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[0015] First, the object recognition unit performs a process
of calculating gradient directions and gradient magnitudes in
all acquired intensity images and integrating the gradient
magnitude of each gradient direction, and calculates an inte-
gral gradient image (integral histogram) which is a result of
the integration (step S1001). Accordingly, the integral gradi-
ent images corresponding to the number of gradient direc-
tions are calculated.

[0016] Then, the object recognition unit extracts a region of
the integral gradient image of each gradient direction through
the raster scanning while causing a coordinate region (win-
dow) with a predetermined scale (size) to slide (step S1002).
[0017] When an integral gradient image is used, images to
be raster-scanned are required by the number of gradient
directions and thus the processing load thereof is heavier than
when an integral image, for example, using a Haar-like fea-
ture value is raster-scanned.

[0018] In this manner, when the Haar-like feature value is
used instead of the HOG feature value, the process can be
completed by preparing a single integral image using a gen-
eral integral intensity image instead of the integral gradient
image and it is thus possible to save the processes. However,
for example, only features such as an intensity difference
between specific regions can be extracted and thus features
for each gradient direction cannot be known.

[0019] Subsequently, the object recognition unit calculates
the HOG feature value (vector) of the extracted coordinate
region (window) (step S1003). Accordingly, a gradient histo-
gram is created by cells.

[0020] Then, the object recognition unit performs classifi-
cation with a real AdaBoost classifier by the use of the cal-
culated HOG feature value (vector) and recognizes an object
(an image of the object) which is previously set as a target
(step S1004).

[0021] Here, the object recognition unit determines
whether a series of raster scans has completed (step S1005).
[0022] Then, the object recognition unit ends the process
flow when it is determined that a series of raster scans has
completed.

[0023] Ontheother hand, whenitis determined that a series
of raster scans has not completed, the object recognition unit
causes the window to shift (to slide) over a raster scan region
and performs the process of step S1002.

[0024] Inthis manner, the object recognition unit causes the
window to sequentially slide over the raster scan region and
carries out repeated performance of the processes of step
S1002 to step S1004, until a series of raster scans has com-
pleted.

[0025] In the series of raster scans, for example, the pro-
cesses of causing a window with a fixed scale (size) to sequen-
tially slide over an image region, carrying out repeated per-
formance of the above-mentioned process, then changing the
scale or the moving step (scanning step) of the window,
causing the window to sequentially slide, and carrying out
repeated performance of the above-mentioned process are
performed a predetermined number of times. Accordingly,
conversion into a feature vector is carried out.

[0026] The integral gradient image may not be used to
create the gradient histogram, but the method using the inte-
gral gradient image can reduce the processing time, which is
effective.

[0027] A rough example of the process flow of from the
acquisition of an image to the raster scan in the object recog-
nition process flow shown in FIG. 18 will be described below.
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[0028] FIG. 2 is a diagram illustrating a rough example of
the process flow from the acquisition of an image to the raster
scan.

[0029] Data of an image captured by a camera (for
example, corresponding to a camera 11 shown in FIG. 1)
according to the background art is acquired as data of an input
image 101 by an image acquiring unit according to the back-
ground art (for example, a processing unit corresponding to
an image acquiring unit 12 shown in FIG. 1).

[0030] For example, aroad and a preceding vehicle appear
in this image.
[0031] An object recognition unit (for example, a process-

ing unit corresponding to an object recognition unit 13 shown
in FIG. 1) according to the background art calculates a gra-
dient magnitude of each of multiple gradient directions (eight
directions of direction 1 to direction 8 in this example) as
shown in a gradient magnitude image 102.

[0032] Then, the object recognition unit creates an integral
image of the gradient magnitude of each gradient direction as
an integral gradient image 103 (the process of step S1001
shown in FIG. 18).

[0033] The object recognition unit scans a raster scan
region 104 with a window (the process of step S1002 shown
in FIG. 18).

[0034] Inthe raster scan, since it is necessary to raster-scan
the integral gradient images of all the directions, the process-
ing load increases.

[0035] The changing of a scale and the changing of' a mov-
ing step (step width) of the raster scan in the process of step
S1002 shown in FIG. 18 will be described below.

[0036] In the raster scan, the scanning operation is per-
formed, for example, while changing a scale SC and moving
steps dx and dy.

[0037] Part (A) and Part (B) of FIG. 3 are diagrams illus-
trating examples of the scale and the moving step of the raster
scan.

[0038] In this example, it is assumed that there are four or
more patterns of combinations of the scale and the moving
step of the raster scan.

[0039] Part (A) of FIG. 3 is a diagram illustrating an
example of the scale SC1 and the moving steps dx1 and dy1
of the raster scan in a first pattern.

[0040] Inthis example, in a raster scan region 201, a square
window 202 having the length of the scale SC1 in the x axis
direction as the transverse (horizontal) direction and the y
axis direction as the longitudinal (vertical) direction is set to
a predetermined initial position. This window 202 is made to
slide in the x axis direction by the moving step dx1 and to slide
in the y axis direction by the moving step dy1.

[0041] Part (B) of FIG. 3 is a diagram illustrating an
example of a scale SC4 and moving steps dx4 and dy4 of the
raster scan in a fourth pattern.

[0042] Inthis example, in a raster scan region 211, a square
window 212 having the length of scale SC4 in the x axis
direction as the transverse (horizontal) direction and the y
axis direction as the longitudinal (vertical) direction is set to
a predetermined initial position. This window 212 is made to
slide in the x axis direction by the moving step dx4 and to slide
in the y axis direction by the moving step dy4.

[0043] In this example, the values of the scale SC1 and the
moving steps dx1 and dy1 of the raster scan in the first pattern
are different from the values of the scale SC4 and the moving
steps dx4 and dy4 of the raster scan in the fourth pattern.
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[0044] In this example, for example, the scales SC of the
raster scans in the patterns are different and the moving steps
dx and dy having a magnitude proportional to the scale SC are
used. In this example, the moving step dx in the x axis direc-
tion and the moving step dy in the y axis direction in each
pattern are set to the same value.

[0045] Inanother configuration example, a window having
a shape (for example, a rectangle other than a square) other
than a square may be used. In this specification, a rectangle
includes a square as well as a rectangle.

[0046] In another configuration example, the moving step
dx in the x axis direction and the moving step dy in the y axis
direction in a certain pattern may be set to different values.

SUMMARY OF THE INVENTION

[0047] However, although it depends on the number of
feature values or the types of classifiers, the object recogni-
tion algorithm using the pattern recognition is generally a
process requiring a relatively-long operation processing time
(that is, a process having an increasing operation load).
[0048] In addition, it is necessary to raster-scan an image
with a window for recognizing a target object (an image of the
target object) from a captured image. Regarding the range of
a raster scan, since it is necessary to scan any region having a
possibility of presence of an object, the raster scan is per-
formed on a region roughly close to the overall region of the
captured image.

[0049] In order to increase the accuracy of the pattern rec-
ognition results, it is necessary to set the moving step of the
raster scan or the scale of the window (for example, depend-
ing on the size of or the distance to an object) to detailed
values and thus the number of windows increases.

[0050] For example, when an on-board object recognition
application is performed, the number of target objects is less
than 100, which depends on the types of the target objects.
Accordingly, the number of windows in which no target
object is present is actually larger, and, as a result, the pro-
cessing time is uselessly spent for the most windows. For
example, when the scanning operation is performed 10,000
times, 9,900 or more scanning operations are useless.
[0051] In this manner, since the processing time of the
object recognition algorithm using pattern recognition sim-
ply increases with a multiplication relation to the number of
windows to be raster-scanned, for example, it is difficult to
mount (install) the processes in a personal computer (PC) or
the like having a high-speed CPU (Central Processing Unit)
installed therein on an on-board device or the like.

[0052] The present invention is made in consideration of
the above-mentioned circumstances and an object thereof is
to provide an image recognition device, an image recognition
method, and an image recognition program which can
improve the efficiency of image recognition.

[0053] (1) To achieve the above-mentioned object, an
image recognition device according to an aspect of the
present invention includes: an image acquiring unit config-
ured to acquire an image; and an object recognition unit
configured to extract feature points from the image acquired
by the image acquiring unit, to detect coordinates of the
extracted feature points in a three-dimensional spatial coor-
dinate system, and to determine a raster scan region which is
used to recognize a target object based on the detection result.
[0054] (2) Another aspect of the present invention provides
the image recognition device according to (1), wherein the
object recognition unit is configured to create virtual win-
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dows based on information on distances at the coordinates in
the three-dimensional spatial coordinate system detected
form the extracted feature points and information on posi-
tions other than the distances of the extracted feature points,
to consolidate the created virtual windows, and to prepare a
raster scan region.

[0055] (3) Another aspect of the present invention provides
the image recognition device according to (2), wherein the
object recognition unit is configured to determine a region of
a virtual window, which is obtained as the final consolidation
result of the virtual windows, as the raster scan region.
[0056] (4) Another aspect of the present invention provides
the image recognition device according to (2) or (3), wherein
the object recognition unit is configured to set sizes of the
virtual windows based on the information on the distances in
the three-dimensional spatial coordinate system detected for
the extracted feature points, to set the positions of the virtual
windows based on the information on the positions other than
the distances of the extracted feature points, and to consoli-
date the virtual windows of which the sizes and the positions
have been set using a predetermined conditional expression.
[0057] (5) Another aspect of the present invention provides
the image recognition device according to (4), wherein the
object recognition unit is configured to consolidate two vir-
tual windows into a new virtual window when the relationship
between the two virtual windows satisfies the conditions of
the conditional expression at the time of consolidation of the
virtual windows.

[0058] (6) Another aspect of the present invention provides
the image recognition device according to any one of (2) to
(5), wherein the object recognition unit is configured to deter-
mine a moving step of a raster scan based on the window
width of each virtual window serving as a basis of the virtual
window which is obtained as the final consolidation result of
the virtual windows.

[0059] (7) Another aspect of the present invention provides
the image recognition device according to any one of (2) to
(6), wherein the object recognition unit is configured to deter-
mine a window scale to be used for a raster scan based on the
window width of each virtual window serving as a basis of the
virtual window which is obtained as the final consolidation
result of the virtual windows.

[0060] (8) Another aspect of the present invention provides
the image recognition device according to any one of (1) to
(7), wherein the object recognition unit is configured to
exclude a feature point, of which information on the height
satisfies a predetermined condition, from candidates used to
determine the raster scan region based on the information on
heights in the three-dimensional spatial coordinate system
detected from the extracted feature points.

[0061] (9) To achieve the above-mentioned object, an
image recognition method according to another aspect of the
present invention includes: causing an image acquiring unit to
acquire an image; and causing an object recognition unit to
extract feature points from the image acquired by the image
acquiring unit, to detect coordinates of the extracted feature
points in a three-dimensional spatial coordinate system, and
to determine a raster scan region which is used to recognize a
target object based on the detection result.

[0062] (10) To achieve the above-mentioned object, an
image recognition program according to another aspect of the
present invention causes a computer to perform: a sequence
of causing an image acquiring unit to acquire an image; and a
sequence of causing an object recognition unit to extract
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feature points from the image acquired by the image acquir-
ing unit, to detect coordinates of the extracted feature points
in a three-dimensional spatial coordinate system, and to
determine a raster scan region which is used to recognize a
target object based on the detection result.

[0063] As described above, according to the aspects of the
present invention, it is possible to provide an image recogni-
tion device, an image recognition method, and an image
recognition program which can improve the efficiency of
image recognition.

BRIEF DESCRIPTION OF THE DRAWINGS

[0064] FIG. 1 is a block diagram schematically illustrating
a configuration (hardware configuration) of an image recog-
nition system according to an embodiment of the present
invention.

[0065] FIG. 2 is a diagram schematically illustrating an
example of a process flow from acquisition of an image to a
raster scan.

[0066] Part (A) and Part (B) of FIG. 3 are diagrams illus-
trating examples of a scale and a moving step of a raster scan.
[0067] FIG. 4 is a flowchart illustrating an example of a
process flow which is performed by an object recognition unit
according to an embodiment of the present invention.
[0068] FIG. 5 is a flowchart illustrating an example of a
process flow of a raster scan region estimating process which
is performed by an object recognition unit according to an
embodiment of the present invention.

[0069] FIG. 6 is a diagram illustrating an example of a
characteristic graph representing the relationship (correla-
tion) between values of the distance Z and the widths of
virtual windows at camera coordinates of feature points.
[0070] Part (A) and Part (B) of FIG. 7 are diagrams illus-
trating an example of the relationship between positions of
feature points and positions of virtual windows.

[0071] FIG. 8 is a diagram illustrating an example of a
process flow of grouping virtual windows.

[0072] FIG. 9 is a flowchart illustrating an example of a
process flow of grouping (consolidation of) virtual windows,
which is performed by an object recognition unit according to
an embodiment of the present invention.

[0073] Part (A), Part (B), and Part (C) of FIG. 10 are dia-
grams illustrating an example of a grouping (consolidation)
process.

[0074] FIG. 11 is a diagram illustrating an example of a
characteristic graph representing the relationship (correla-
tion) between window widths and step widths of virtual win-
dows serving as a basis of a grouped window.

[0075] FIG. 12 is a diagram illustrating an example of a
characteristic graph representing the relationship (correla-
tion) between window widths and scales of virtual windows
serving as a basis of a grouped window.

[0076] FIG. 13 is a diagram illustrating an example of a
raster scan.
[0077] Part (A) of FIG. 14 is a diagram illustrating an

example of an original image, Part (B) thereof is a diagram
illustrating an example of a result of cumulative row addition,
and Part (C) thereof is a diagram illustrating an example of an
integral image.

[0078] Part (A) and Part (B) of FIG. 15 are diagrams illus-
trating Haar-like feature values.

[0079] Part (A) of FIG. 16 is an expression illustrating an
example of an intensity image, Part (B) thereof is an expres-
sion illustrating an example of a gradient, Part (C) thereof is



US 2013/0279746 Al

an expression illustrating an example of a gradient magni-
tude, and Part (D) thereof is an expression illustrating an
example of a gradient direction.

[0080] Part (A) and Part (B) of FIG. 17 are diagrams illus-
trating HOG feature values.

[0081] FIG. 18 is a flowchart illustrating an example of a
process flow which is performed by an object recognition unit
according to the background art.

DETAILED DESCRIPTION OF THE INVENTION

Definition of Terms

[0082] A gradient-direction feature value is a feature value
associated with a gradient direction and a gradient magnitude
of intensity of an image. Known gradient frequencies with a
reduced information volume can be used as the gradient mag-
nitude. In this specification, an extensive gradient value
including the gradient magnitude and the gradient frequency
is defined as a gradient value.

[0083] In this specification, an integral gradient image (in-
tegral histogram) is a result (integral gradient value) obtained
by calculating the gradient direction and the gradient value
(gradient magnitude or gradient frequency) of intensity of an
image and integrating the gradient value (gradient magnitude
or gradient frequency) of each gradient direction. Here, the
integration is performed, for example, on all pixels included
in a region from which an integral gradient image should be
calculated.

[0084] Examples of a classifier include various classifiers
such as a real AdaBoost classifier, an AdaBoost classifier, and
an SVM classifier.

[0085] A subordinate concept of the classifier includes a
classifier used to perform ensemble learning, a subordinate
concept thereof includes a boosting classifier, and a subordi-
nate concept thereof includes a real AdaBoost classifier.
[0086] Here, boosting includes perform ensemble learning
using multiple weak classifiers.

Embodiment

[0087] Inthis embodiment, an on-board image recognition
system which is mounted on a vehicle will be described as an
example.

[0088] FIG.1 is a block diagram schematically illustrating
a configuration (hardware configuration) of an image recog-
nition system according to an embodiment of the present
invention.

[0089] The image recognition system according to this
embodiment includes a camera ECU (Electronic Control
Unit) 1, a warning device 2, and an ACC-ECU 3.

[0090] The camera ECU 1 is an example of an image rec-
ognition device.
[0091] The camera ECU 1 includes a camera 11, an image

acquiring unit 12, an object recognition unit 13, and a con-
troller 14.

[0092] Inthis embodiment, the object recognition unit 13 is
constructed using the function of an FPGA (Field Program-
mable Gate Array) 21 and the function of a microcomputer
22.

[0093] The function of a DSP (Digital Signal Processor)
may be used instead of the function of the FPGA 21 or in
addition to the function of the FPGA 21.

[0094] In this embodiment, the controller 14 is constructed
using the function of the microcomputer 22.
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[0095] The memories and the peripheral circuits of the
object recognition unit 13 and the controller 14 may employ
memories and peripheral circuits stored in integrated circuits
of the FPGA, the DSP, or the microcomputer or may be
disposed outside them.

[0096] In the object recognition unit 13 and the controller
14, an arbitrary number of devices may be used for the
devices such as the FPGA, the DSP, and the microcomputer.
For example, all devices may be used, or all processing func-
tions may be mounted on a single device or on two devices
without using all the devices.

[0097] Processing units of the image recognition system
according to this embodiment will be described briefly below.
[0098] In this embodiment, the camera 11 is disposed at
vehicle positions for capturing an image of a predetermined
direction, such as a front side, a lateral side, or a rear side of
a vehicle.

[0099] The camera 11 captures an image and outputs sig-
nals of the captured image to the image acquiring unit 12.
[0100] The image acquiring unit 12 receives the image
from the camera 11 as image data and outputs the received
image data to the object recognition unit 13.

[0101] The object recognition unit 13 performs an image
processing operation and a pattern recognition operation on
the image data input from the image acquiring unit 12 by the
use of the FPGA 21 or the microcomputer 22 for the purpose
of'recognizing an object and outputs result information of the
object recognition process to the controller 14. For example,
a filtering process as a pre-process is performed as the image
process.

[0102] For example, information of a target object in the
image ofthe image data is used as the result information of the
pattern recognition.

[0103] The controller 14 performs a predetermined process
based on the result information of the object recognition
process input from the object recognition unit 13, and outputs
the result information to the warning device 2 or the ACC-
ECU 3.

[0104] In a specific example, the controller 14 performs a
process of calculating a TTC (Time-to-Collision) or a dis-
tance to a target object, a process of tracking a target object, a
process of communicating with an application function of
another device or ECU (the warning device 2 or the ACC-
ECU 3 in this embodiment), and the like as a predetermined
process based on information of a target object which is the
result information of'an object recognition process input from
the object recognition unit 13.

[0105] Thewarning device 2 or the ACC-ECU 3 is disposed
to execute the application functions through the use of the
controller 14 of the camera ECU 1.

[0106] The warning device 2 warns a driver, for example,
about forward vehicle collision when a target object is a
forward vehicle, or pedestrian collision when a target object is
apedestrian based on information input from the control unit
14.

[0107] The ACC-ECU 3 performs adaptive cruise control
and the like, for example, when a target object is a forward
vehicle based on information input from the control unit 14.
[0108] Processes which are performed by the object recog-
nition unit 13 according to this embodiment will be described
below with reference to FIG. 4.

[0109] FIG. 4 is a flowchart illustrating an example of a
process flow which is performed by the object recognition
unit 13 according to this embodiment.
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[0110] In this example, a recognition algorithm is con-
structed by HOG feature values and real AdaBoost classifiers.
[0111] Substantially, the process of step S101, the process
of step S103, the process of step S104, the process of step
S105, and the process of step S106 in the flowchart according
to this embodiment shown in FIG. 4 are the same as the
process of step S1001, the process of step S1002, the process
of step S1003, the process of step S1004, and the process of
step S1005 in the flowchart shown in FIG. 18.

[0112] In the flowchart according to this embodiment
shown in FIG. 4, the process of step S102 (the process of
estimating a raster scan region) is added between the process
of step S101 and the process of step S103. In this embodi-
ment, this process (the process of estimating a raster scan
region) is performed before starting the loop processes (the
processes of steps S103 to S106) of pattern recognition using
a raster scan.

[0113] In the flowchart according to this embodiment
shown in FIG. 4, first, the object recognition unit 13 performs
a process of calculating a gradient direction and a gradient
magnitude from an acquired intensity image and integrating
the gradient magnitude of each gradient direction is per-
formed on the acquired intensity image, and calculates an
integral gradient image (integral histogram) as a result (step
S101).

[0114] The process of calculating the integral gradient
image (integral histogram) is performed to shorten a subse-
quent operation processing time using the integral gradient
image, and thus may not be performed. That is, in the subse-
quent processes, an operation capable of providing the same
result without using the integral gradient image may be used.
[0115] Then, the object recognition unit 13 performs the
process of estimating a raster scan region (step S102).
[0116] Accordingly, in this embodiment, the object recog-
nition unit 13 determines a region (raster scan region) to be
raster-scanned, the size of a window to be used for the raster
scan, and the step width (moving step) of the window to be
used for the raster scan.

[0117] Then, the object recognition unit 13 extracts a
region of the integral gradient image with a predetermined
coordinate region (window) through the use of raster scans
(step S103).

[0118] Intherasterscan process, the object recognition unit
13 sets implemetaion of the region (raster scan region) to be
raster-scanned, the size of a window to be used for the raster
scan, and the step width (moving step) of the window to be
used for the raster scan, which are determined in the process
(the process of step S102) of estimating a raster scan region.
[0119] Subsequently, the object recognition unit 13 calcu-
lates a predetermined HOG feature value (vector) for the
extracted coordinate region (window) (step S104).

[0120] Then, the object recognition unit 13 performs clas-
sification using the real AdaBoost classifier which is an
example of boosting based on the calculated HOG feature
value (vector), and recognizes an object (an image of the
object) which is set as a target in advance (step S105).
[0121] At this time, the object recognition unit 13 deter-
mines whether a series of raster scans has completed (step

S106).
[0122] The object recognition unit 13 ends the process flow
when it is determined that a series of raster scans has com-
pleted.
[0123] Ontheother hand, when itis determined that a series

of raster scans are not completed, the object recognition unit
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13 causes the window to shift (slide) in the raster scan region
and performs the process of step S103.

[0124] Accordingly, the object recognition unit 13 causes
the window to sequentially slide over the raster scan region
and carries out repeated performance of the processes of steps
S103 to S105 until a series of raster scans has completed.
[0125] Inthe series of raster scans, for example, the process
of causing a window with a fixed scale (size) to sequentially
slide over an image region, carrying out repeated perfor-
mance of the above-mentioned process, changing the scale or
the moving step (scan step) of the window, causing the win-
dow to sequentially slide, and carrying out repeated perfor-
mance of the above-mentioned process a predetermined num-
ber of times. Accordingly, conversion into feature vectors is
carried out.

[0126] In this embodiment, the object recognition unit 13
determines the raster scan region, the scale of the window, the
v of the window in the process of step S102 and uses the
determined details for the raster scan.

[0127] Here, the function of a classifier is realized by the
object recognition unit 13 in this embodiment. That is, it can
be understood that the object recognition unit 13 includes a
classifier.

[0128] In the object recognition unit 13 according to this
embodiment, the function of calculating an integral gradient
image is realized by the FPGA 21 and the other functions
performed by the object recognition unit 13 is realized by the
microcomputer 22.

[0129] The process (the process of step S102 shown in FIG.
4) of estimating a raster scan region which is performed by the
object recognition unit 13 according to this embodiment will
be described referring to FIG. 5.

[0130] FIG. 5 is a flowchart illustrating an example of a
process flow of the process of estimating a raster scan region,
which is performed by the object recognition unit 13 accord-
ing to this embodiment.

[0131] First, the object recognition unit 13 extracts one or
more feature points from an image (for example, a calculated
integral gradient image or an original image) and calculates
an optical flow (step S201).

[0132] As a region to be processed in the image, for
example, the overall region of the captured image may be
used or only a region in which a target object may be present
in the captured image may be used.

[0133] When the 3D analysis using a monocular camera is
used along with the pattern recognition, for example, the
processing result based on the technique described in Patent
Document 2 or the processing result based on the technique
described in “Obstacle Detection in Roas Scene using
Monocular Camera”, Yamaguchi et al., 2005-CVIM-151(10)
(Non-patent Document 1) may be used.

[0134] A specified number of feature points are extracted
and then the optical flow is calculated. For example, as
described in Non-patent Document 1, feature values of Harris
operators or an optical flow based on a Lucus-Kanade method
can be used as the feature points and the optical flow.

[0135] Then, the object recognition unit 13 transforms
image coordinates (x, y) of the extracted feature points into
camera coordinates (X, Y, Z) (step S202).

[0136] In this embodiment, the object recognition unit 13
transforms the values of the image coordinates (%, y) into the
values of the camera coordinates (X, Y, Z) for each feature
point.
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[0137] Here, the values of the image coordinates (X, y)
represent coordinate values in a two-dimensional orthogonal
coordinate system in the image. Here, X represents the value
in the transverse (horizontal) direction and y represents the
value in the longitudinal (vertical) direction.

[0138] The values of a camera coordinate (X, Y, Z) repre-
sent coordinate values in a three-dimensional orthogonal
coordinate system with respect to the camera (for example,
the camera 11 in this embodiment). Z represents, for example,
the distance to the camera. In the plane perpendicular to the Z
axis, X represents the value in the transverse (horizontal)
direction and Y represents the value in the longitudinal (ver-
tical) direction.

[0139] In the coordinate transformation in the process of
step S202, for example, the 3D analysis technique described
in Patent Document 2 or Non-patent Document 1 can be used,
similarly to the process of step S201.

[0140] The general principle of the coordinate transforma-
tion is described in “Digital Image Processing”, Association
of CG-ARTS, p. 252-267 (Non-patent Document 2) or “Com-
puter Vision: A Modern Approach”, David A. Forsyth and
Jean Ponce, Prentice Hall (Non-patent Document 3) and, for
example, various techniques using projective transformation
can be used.

[0141] Theprocess of step S201 or the process of step S202
may be realized using transformation based on a stereoscopic
camera, for example, described in Non-patent Document 2.
[0142] When the operation (calculation) in the process of
step S201 or the process of step S202 is not newly performed
in the process of estimating a raster scan region but the 3D
analysis process or the process in the stereoscopic camera has
been simultaneously performed, the processing time does not
increase by using such an operation result used in the other
existing processes.

[0143] Inthis manner, the values obtained through the pro-
cess of step S201 or the process of step S202 can be quoted,
for example, from the operation values based on a monocular
3D analysis or a stereoscopic image.

[0144] Various processes may be used as the process of step
S201 or the process of step S202, as long as the processes of
steps S203 to S205 can be performed successively thereto.
[0145] In this embodiment, the object recognition unit 13
acquires 3D information through the process of step S201 and
the process of step S202.

[0146] In this embodiment, the coordinates (X, Y, Z) in the
camera coordinate system are used as the coordinates in the
three-dimensional (3D) coordinate system, but coordinates in
various other three-dimensional coordinate systems may be
used. In general, the camera coordinate system and other
coordinate systems can be transformed from one to the other,
and for example, when a three-dimensional coordinate sys-
tem other than the camera coordinate system is used, the
substantially same processes as in this embodiment have only
to be performed based on the coordinate system.

[0147] Specifically, for example, in the three-dimensional
coordinate system, information on a distance when a feature
point (or a predetermined other point corresponding thereto)
is viewed from a predetermined point of view (the position of
the camera in the case of a camera coordinate system) can be
used instead of the information on the distance Z at the cam-
era coordinate (X, Y, Z), and information on a position (X,Y)
other than the distance when a feature point (or a predeter-
mined other point corresponding thereto) is viewed from a
predetermined point of view (the position of the camera in the
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case of the camera coordinate system) can be used instead of
the information on the position (X, Y) other than the distance
at the camera coordinate (X, Y, Z).

[0148] Then, the object recognition unit 13 transforms the
value of Z at the camera coordinate (X, Y, Z) of the feature
point to a virtual window size (window scale) (step S203).
Then, the object recognition unit 13 sets virtual windows.
[0149] Subsequently, the object recognition unit 13 groups
the set virtual windows based on the transform result of the
virtual window size (window scale) (step S204).

[0150] Then, the object recognition unit 13 determines the
region (raster scan region) to be raster-scanned, the scale of
the window to be used for the raster scans, and the step width
(moving step) of the window to be used for the raster scans
(step S205) based on the grouping result of the virtual win-
dows.

[0151] Inthis embodiment, in the process of determining a
window having a window size (window scale) to be used for
the raster scan, since windows different therefrom are pro-
cessed, such a window is referred to as a virtual window, and
the term “virtual” is added to the terms associated with the
virtual window.

[0152] The processes of steps S203 to S205 shown in FIG.
5 will be described below in detail with reference to FIGS. 6
to 13.

[0153] The process (the process of step S203) of causing
the object recognition unit 13 to determine the virtual window
size (window scale) based on the value of Z at the camera
coordinate (X, Y, Z) of a feature point will be described with
reference to FIG. 6.

[0154] In this embodiment, the value of Z at the camera
coordinate (X, Y, Z) of a feature point represents the distance
to the camera.

[0155] FIG. 6 is a diagram illustrating an example of the
graph of characteristic 301 representing the relationship (cor-
relation) between the value of distance Z at the camera coor-
dinate of a feature point and the virtual window width. In this
embodiment, the information of characteristic 301 is stored
and used by the object recognition unit 13.

[0156] In the graph shown in FIG. 6, the horizontal axis
represents the distance Z [m] and the vertical axis represents
the virtual window width [pixel].

[0157] In the graph shown in FIG. 6, characteristic 301 is
shown. In characteristic 301, Examples (A), (B), and (C) of
the virtual window width transformed from the distance Z are
shown in the order from the smaller value of distance Z to the
larger value thereof.

[0158] Inthis embodiment, the characteristics expressed by
Equation (1) are used as characteristic 301.

[0159] In Equation (1), any value may be used as the con-
stant.

Window Width[pixel]=Constant/Distance Zfm] (€8]
[0160] In this embodiment, the shape of a virtual window

(and a window used for raster scans) is set to a square, and the
length (window width) in the transverse (horizontal) direction
of'the virtual window is equal to the length (window width) in
the longitudinal (vertical) direction thereof. Accordingly, in
this embodiment, when the value of the virtual window width
is determined with reference to the graph shown in FIG. 6
from the value of distance Z at the time of transform to the
camera coordinate for each feature point, the size (scale) of
the virtual window is equivalently determined.
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[0161] Inthe graph shown in FIG. 6, for example, the value
ofx orthe value ofy at an image coordinate (x, y) may be used
as the window width represented at the vertical axis. Alterna-
tively, for example, the value of X or the value of Y at a camera
coordinate (X, Y, Z) may be used.

[0162] Inanotherconfiguration example, when the shape of
the virtual window (and a window used for raster scans) is set
to arectangle, for example, the relationship between the value
of distance Z and the length (window width) in the transverse
(horizontal) direction of the virtual window is prescribed and
the relationship between the value of distance Z and the
length (window width) in the longitudinal (vertical) direction
of the virtual window is prescribed. Alternatively, in another
configuration example, only one of the two relationships may
be prescribed and the ratio of the length (window width) in the
transverse (horizontal) direction of the virtual window and
the length (window width) in the longitudinal (vertical) direc-
tion may be prescribed.

[0163] By employing this configuration, the size (scale) of
the virtual window can be determined from the value of
distance Z.

[0164] Inthis manner, in this embodiment, the virtual win-
dow width is set to be larger with a decrease in the value of Z
at the camera coordinate (X, Y, Z) for each feature point (that
is, as it gets closer to the camera), and the virtual window
width is set to be smaller with an increase in the value of Z at
the camera coordinate (X,Y, Z) (that s, as it gets farther from
the camera).

[0165] Various characteristics other than characteristic 301
shown in FIG. 6 may be used as the characteristic represent-
ing the relationship (correlation) between the value of dis-
tance Z at the camera coordinate of a feature point and the
virtual window width.

[0166] Part (A) of FIG. 7 and Part (B) of FIG. 7 are dia-
grams illustrating an example of the relationship between the
position of a feature point and the position of the virtual
window.

[0167] Here, the position of the virtual window relative to
the position of the feature point may be set arbitrarily, and is
set in advance by a user (person), for example, so as to achieve
an arrangement in which a target object is likely to be
included in the virtual window in this embodiment.

[0168] The object recognition unit 13 sets the determined
position of the virtual window relative to the position of the
feature point based on the set details.

[0169] Part (A) of FIG. 7 and Part (B) of FIG. 7 show an
example where a virtual window having the virtual window
width determined from the value of Z at the camera coordi-
nate (X, Y, Z) of a feature point differs relative to the position
of the image coordinate (X, y) of the feature point.

[0170] In the example shown in Part (A) of FIG. 7, the
object recognition unit 13 sets a virtual window 402 such that
the outer frame of the virtual window 402 has an equal gap in
the transverse (horizontal) direction and the longitudinal (ver-
tical) direction from the value (x1, y1) of the image coordi-
nate of a feature point 401. That is, the object recognition unit
13 sets the virtual window 402 such that the position of the
feature point 401 is located at the center of the virtual window
402.

[0171] Specifically, when the virtual window 402 is square
and the length (window width) of a side of the virtual window
402 is Wb, the distances from the value (x1, y1) of the image
coordinate of the feature point 401 to the left and right sides
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of the virtual window 402 are Wb/2 and the distances to the
upper and lower sides of the virtual window 402 are Wb/2.
[0172] In the example shown in Part (B) of FIG. 7, the
object recognition unit 13 sets a virtual window 412 such that
the outer frame of the virtual window 412 have gaps of pre-
determined ratios in the transverse (horizontal) direction and
the longitudinal (vertical) direction from the value (x1, y1) of
the image coordinate of a feature point 411.

[0173] Intheexample shown in Part (B) of FIG. 7, the ratio
in the transverse (horizontal) direction is set to 1:1 and the
ratio inthe longitudinal (vertical) directionis set to 8:2 (=4:1).
[0174] Specifically, when the virtual window 412 is square
and the length (window width) of a side of the virtual window
412 is Wb, the distances from the value (x1, y1) of the image
coordinate of the feature point 411 to the left and right sides
of the virtual window 412 is Wb/2, the distance to the upper
side of the virtual window 412 is (Wbx0.8), and the distance
to the lower side of the virtual window 412 is (Wbx0.2).
[0175] The process (the process of step S204) of causing
the object recognition unit 13 to group (combine) virtual
windows based on the transform result of the virtual window
size (window scale) will be described below with reference to
FIG. 8.

[0176] FIG. 8 is a diagram illustrating an example of the
process of grouping (consolidation of) virtual windows.
[0177] Here, the object recognition unit 13 determines a
virtual window size (window scale) for all the extracted fea-
ture points and sets a virtual window for each feature point.
Here, it is assumed that a plurality of feature points is
extracted.

[0178] The object recognition unit 13 performs the process
of grouping (consolidation of) the virtual windows (herein,
multiple virtual windows) transformed from the feature
points.

[0179] In this embodiment, the object recognition unit 13
groups two virtual windows, which are determined to have a
small difference between the positions at the image coordi-
nate (X, y) and a small difference between the virtual window
sizes based on a predetermined condition, into the same set
(group) out of virtual windows obtained from the plurality of
feature points. In this case, in this embodiment, the object
recognition unit 13 assigns the virtual windows obtained
from the feature points to sets (groups) in the order from the
smaller virtual window size to the larger virtual window size.
[0180] Here, as the condition for determining that the dif-
ference between the positions of the image coordinate (X, y)
of'the two virtual windows is small, for example, a condition
can be used in which the addition of the absolute value of the
x difference and the absolute value of the y difference
between the positions (or the positions of two feature points
corresponding to the virtual windows) of the two virtual win-
dows is equal to or less than a predetermined threshold value
(a threshold value associated with the addition of the absolute
value of the x difference and the absolute value of the y
difference).

[0181] Inaddition, as the condition for determining that the
difference between the positions of the image coordinate (x,
y) of the two virtual windows is small, for example, a condi-
tion can be used in which the x difference between the posi-
tions (or the positions of two feature points corresponding to
the virtual windows) of the two virtual windows is equal to or
less than a predetermined threshold value (a threshold value
associated with the x value) and the y difference is equal to or
less than a predetermined threshold value (a threshold value
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associated with the y value). The threshold value associated
with the x value and the threshold value associated with the y
value may be, for example, equal to each other or different
from each other.

[0182] Inaddition, as the condition for determining that the
difference between the positions of the image coordinate (x,
y) of the two virtual windows is small, for example, a condi-
tion can be used in which the distance between the positions
(or the positions of two feature points corresponding to the
virtual windows) of the two virtual windows is equal to or less
than a predetermined threshold value (a threshold value asso-
ciated with the distance).

[0183] For example, a distance determined using any tech-
nique such as a Euclidean distance can be used as the distance
between the positions (or the positions of two feature points
corresponding to the virtual windows) of the two virtual win-
dows.

[0184] For example, the central position of the correspond-
ing window can be used as the position (or the position
corresponding to the x coordinate value and the y coordinate
value) of the virtual window when the x coordinate value or
the y coordinate value at an image coordinate (x, y) of a
window (herein, including a virtual window) is designated.
For example, a predetermined specific position in the corre-
sponding window such as a position of a predetermined ver-
tex of the window may be used.

[0185] As the condition for determining that the difference
in window size between two virtual windows is small, for
example, a condition can be used in which the ratio of the
virtual window sizes (size ratio) is equal to or less than a
predetermined threshold value (a threshold value associated
with the virtual window size).

[0186] When the shape of a virtual window is not a square
but a rectangle, for example, an area ratio of the virtual
windows can be used as the size ratio of the virtual windows,
or a condition may be used in which one or both of the lengths
(window widths) of two different sides satisfy the above-
mentioned condition on the size ratio.

[0187] In this embodiment, the grouping conditions are
determined using the image coordinate (X, y). In another
configuration example, the grouping conditions may be deter-
mined using the distance Z and the positions X and Y at a
camera coordinate (X,Y, 7Z) and sets (groups) may be created
based on the determination result.

[0188] (A), (B),and (C) shown in FIG. 8 show examples of
the position difference at the image coordinate (x, y) and the
virtual window size difference between two virtual windows.
[0189] Inthestate shownin(A)ofFIG. 8, since the position
difference at the image coordinate (x, y) and the virtual win-
dow size difference between two virtual windows satisty the
above-mentioned conditions, these two virtual windows are
consolidated into the same set (group).

[0190] In the state shown in (B) of FIG. 8, since the virtual
window size difference between two virtual windows does
not satisfy the above-mentioned condition, these virtual win-
dows are not consolidated.

[0191] Inthestate shown in (C)of FIG. 8, since the position
difference (the difference in the coordinate value in the trans-
verse or longitudinal direction in this example) at the image
coordinate (X, y) between two virtual windows does not sat-
isfy the above-mentioned conditions, these virtual windows
are not consolidated.

[0192] In FIG. 8, the horizontal axis represents the virtual
window size (for example, a window width) [pixel], the ver-
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tical axis represents the position X [pixel] in the transverse
(horizontal direction) at an image coordinate (X, y), a plurality
of feature points is shown therein, and sets (groups) 502, 512,
and 522 of (1), (2), and (3) obtained through grouping (con-
solidation) of the virtual windows are also shown. The feature
points included in the frames of the sets (groups) 502, 512,
and 522 are included in the sets (groups) 502, 512, and 522,
respectively.

[0193] Forthe purpose of convenience for drawing, in FIG.
8, reference numerals are given to only the feature points 501,
511, and 521 out of the multiple feature points, but the same
is true of the other feature points.

[0194] In this example, only the position x [pixel] in the
transverse (horizontal) direction at an image coordinate (X, )
is considered, but, for example, the position y [pixel] in the
longitudinal (vertical) direction at the image coordinate (X, y)
is also considered.

[0195] In this manner, in this embodiment, the object rec-
ognition unit 13 groups (combines) two virtual windows, in
which the positions at the image coordinate (X, y) are close to
each other and the virtual window sizes are close to each other
in the ascending order from the smallest virtual window size,
into the same set (group).

[0196] Various other techniques may be used as the group-
ing (consolidation) technique.

[0197] The process of grouping (consolidation of) virtual
windows, which is performed by the object recognition unit
13 according to this embodiment, will be described below
with reference to FIG. 9.

[0198] FIG. 9 is a flowchart illustrating an example of a
process flow of grouping (consolidation of) virtual windows,
which is performed by the object recognition unit 13 accord-
ing to this embodiment.

[0199] In this example, it is assumed that the object recog-
nition unit 13 extracts N (where N is an integer of 2 or larger)
feature points and obtains N virtual windows transformed
from the feature points. In this example, it is assumed that the
shape of a virtual window is square and the size thereof is
specified by one window width.

[0200] Inthisexample,a=1,2,..., Nis set, W(a) represents
an a-th virtual window, W(a+1) represents an (a+1)-th virtual
window, W(1) represents a first (minimum) virtual window,
W(N) represents an N-th (maximum) virtual window, Wb(a)
represents the window width of the a-th virtual window,
Whb(a+1) represents the window width of the (a+1)-th virtual
window, Wx(a) represents the value of the x coordinate at the
image coordinate (X, y) as the position of the a-th virtual
window, Wx(a+1) represents the value of the x coordinate at
the image coordinate (X, y) as the position of the (a+1)-th
virtual window, Wy(a) represents the value of the y coordinate
atthe image coordinate (x, y) as the position of the a-th virtual
window, and Wy(a+1) represents the value of the y coordinate
at the image coordinate (x, y) as the position of the (a+1)-th
virtual window.

[0201] First, the object recognition unit 13 assigns W(1),
W(2), ..., W(N) to the N virtual windows in the ascending
order from the smallest virtual window size (step S301).
[0202] Then, the object recognition unit 13 sets the value of
parameter a to a=1 to perform the first assignment (step
S302).

[0203] Subsequently, the object recognition unit 13 deter-
mines whether the virtual window corresponding to W(a) and
the virtual window corresponding to W(a+1) satisfy both of
Equations (2) and (3) (step S303).
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[0204] Here, Equation (2) shows an example of the condi-
tion associated with the window width (the window size in
this embodiment) of a virtual window. Various values may be
set as the threshold value TH1 in Equation (2).

[0205] Specifically, in Equation (2), the ratio of the window
width Wb(a) of the a-th virtual window and the window width
Whb(a+1) ofthe (a+1)-th virtual window is calculated and it is
determined whether the calculated ratio is greater than a
predetermined threshold value TH1. Here, since the window
sizes of the virtual windows are arranged in the ascending
order with respect to a, Wh(a)<Wb(a+1) is established.
[0206] That is, the condition of Equation (2) is a condition
in which adjacent virtual windows are consolidated when the
window sizes thereof are close to each other.

[0207] Equation (3) shows an example of a condition asso-
ciated with the position of a virtual window. In Equation (3),
Abs(P) represent the absolute value of P. Various values may
be set to the threshold value TH2 in Equation (3).

[0208] Specifically, in Equation (3), the addition result of
the absolute value of the difference between the x coordinate
Wx(a) of the position of the a-th virtual window and the x
coordinate Wx(a+1) of the position of the (a+1)-th virtual
window and the absolute value of the difference between the
y coordinate Wy(a) of the position of the a-th virtual window
and the y coordinate Wy(a+1) of the position of the (a+1)-th
virtual window is calculated and it is determined whether the
addition result is smaller than a predetermined threshold
value TH2. That is, the condition of Equation (3) is a condi-
tion in which adjacent virtual windows are consolidated when
the positions thereof are close to each other.

[0209] By the AND logic of the condition of Equation (2)
and the condition of Equation (3), it is determined whether
two virtual windows are consolidated.

Wh(a)/ Wh(a+1)>TH1
Wh(a)<Wb(a+1) 2)
Abs(Wx(a)-Wa(a+1))+Abs(W(a)-Wy(a+1))<TH?2 3)
[0210] When it is determined in the process of step S303

that the virtual window corresponding to W(a) and the virtual
window corresponding to W(a+1) satisfy both of Equations
(2) and (3), the object recognition unit 13 groups (combines)
the virtual window corresponding to W(a) and the virtual
window corresponding to W(a+1) (step S304).

[0211] Then, the object recognition unit 13 increases the
value of a parameter “a” by 1 (step S305).

[0212] On the other hand, when it is determined in the
process of step S303 that neither the virtual window corre-
sponding to W(a) nor the virtual window corresponding to
W(a+1) satisfy both of Equations (2) and (3) (that is, at least
one is not satisfied), the object recognition unit 13 does not
perform the grouping (consolidation) but increases the value
of the parameter “a” by 1 (step S305).

[0213] Here, the increase of the value of a in the process of
step S305 is performed to cause the process flow to go to the
next loop in the loop processes of steps S303 to S306.
[0214] In the next loop, the present W(a+1) becomes W(a)
and the virtual window corresponding to the present W(a+1)
becomes a virtual window larger in size than the present
W(a+1).

[0215] The object recognition unit 13 determines whether
a=N is established after the process of step S305 (step S306).
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[0216] When it is determined in the process of step S306
that a=N is not established, the object recognition unit 13
performs the process of step S303 and performs a next loop.
[0217] On the other hand, when it is determined in the
process of step S306 that a=N is established, the object rec-
ognition unit 13 ends the process flow. In this manner, the
loop processes are repeatedly performed until a=N is estab-
lished.

[0218] An example of the process (the grouping (consoli-
dation) process) of step S304 shown in FIG. 9 will be
described below with reference to Part (A) of FIG. 10, Part
(B) of FIG. 10, and Part (C) of FIG. 10.

[0219] Part (A) of FIG. 10 is a diagram illustrating an
example of the grouping (consolidation) process.

[0220] In this example, when the virtual window corre-
sponding to W(a) and the virtual window corresponding to
W(a+1) are grouped (consolidated), the object recognition
unit 13 combines both virtual windows at the outermost shell
thereof and specifically, draws the outermost shell (rectangle
in this embodiment) of a region in which both virtual win-
dows do not overlap to create a single window (virtual win-
dow). The object recognition unit 13 replaces the original
virtual window corresponding to W(a+1) with the window
(virtual window) created through the grouping (consolida-
tion).

[0221] Regarding the window (virtual window) created
through the grouping (consolidation), the object recognition
unit 13 uses, for example, the x coordinate value Wx(a+1) or
the y coordinate value Wy(a+1) of the position of the virtual
window corresponding to the original W(a+1) as the x coor-
dinate value or the y coordinate value at the image coordinate
(%, y) of the position of the window (virtual window).
[0222] Regarding the window (virtual window) created
through the grouping (consolidation), the object recognition
unit 13 may use, for example, the x coordinate value Wx(a+1)
or the y coordinate value Wy(a+1) of the position of the
virtual window corresponding to the original W(a+1) as the x
coordinate value or the y coordinate value at the image coor-
dinate (X, y) of the position of a feature point corresponding to
the window (virtual window), or may use the x coordinate
value or the y coordinate value at the image coordinate (X, y)
of a feature point of the virtual window corresponding to the
original W(a+1) in another example.

[0223] Part (B) of FIG. 10 is a diagram illustrating a spe-
cific example of the grouping (consolidation) process.
[0224] First, the object recognition unit 13 groups (com-
bines) a virtual window 601 corresponding to W(1) and a
virtual window 602 corresponding to W(2) and creates a
virtual window 603 corresponding to a new W(2).

[0225] Then, the object recognition unit 13 groups (com-
bines) a virtual window 603 corresponding to the newly-
created W(2) and a virtual window 611 corresponding to
W(3) and creates a virtual window 612 corresponding to a
new W(3).

[0226] The same is true of the process for W(4) and the
processes subsequent thereto.

[0227] Part (C) of FIG. 10 shows another example of the
technique of determining the x coordinate value or the y
coordinate value at an image coordinate (X, y) of the position
of' a window (virtual window) created through the grouping
(consolidation). In this example, when the virtual window
corresponding to W(a) and the virtual window corresponding
to W(a+1) are grouped (consolidated), the object recognition
unit 13 sets the average value of the x coordinate value at the
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position of the virtual window corresponding to the original
W(a) and the x coordinate value at the position of the virtual
window corresponding to the original W(a+1) as the x coor-
dinate value at the image coordinate (x, y) of the position of
the consolidated window (virtual window), and sets the aver-
age value of the y coordinate value at the position of the
virtual window corresponding to the original W(a) and the y
coordinate value at the position of the virtual window corre-
sponding to the original W(a+1) as the y coordinate value at
the image coordinate (x, y) of the position of the consolidated
window (virtual window).

[0228] Equation (4) shows an example of an expression for
realizing such an operation on the X coordinate value.

Wx(a+1)=(Wx(a)+Wx(a+1))/2 4

[0229] Regarding the x coordinate value or they coordinate
value at the image coordinate (X, y) of the feature point
corresponding to the window (virtual window) created
through the grouping (consolidation), when the virtual win-
dow corresponding to W(a) and the virtual window corre-
sponding to W(a+1) are grouped (consolidated), the object
recognition unit 13 may set the average value of the x coor-
dinate value of the position of the virtual window correspond-
ing to the original W(a) and the x coordinate value of the
position of the virtual window corresponding to the original
W(a+1) as the x coordinate value at the image coordinate (x,
y) of the feature point corresponding to the grouped window
(virtual window), and may set the average value of the y
coordinate value of the position of the virtual window corre-
sponding to the original W(a) and the y coordinate value of
the position of the virtual window corresponding to the origi-
nal W(a+1) as the y coordinate value at the image coordinate
(%, y) of the feature point corresponding to the grouped win-
dow (virtual window).

[0230] In another example, when the virtual window cor-
responding to W(a) and the virtual window corresponding to
W(a+1) are grouped (consolidated), the object recognition
unit 13 may set the average value of the x coordinate value at
the image coordinate (x, y) of the feature point corresponding
to the virtual window corresponding to the original W(a) and
the x coordinate value at the image coordinate (X, y) of the
feature point corresponding to the virtual window corre-
sponding to the original W(a+1) as the x coordinate value at
the image coordinate (x, y) of the feature point corresponding
to the grouped window (virtual window), and may set the
average value of the y coordinate value at the image coordi-
nate (x, y) of the feature point corresponding to the virtual
window corresponding to the original W(a) and the y coordi-
nate value at the image coordinate (x, y) of the feature point
corresponding to the virtual window corresponding to the
original W(a+1) as the y coordinate value at the image coor-
dinate (X, y) of the feature point corresponding to the grouped
window (virtual window).

[0231] Inthis embodiment, as shown in Part (A) of FIG. 10
and Part (B) of FIG. 10, when the virtual window correspond-
ing to W(a) and the virtual window corresponding to W(a+1)
are grouped (consolidated), both virtual windows are consoli-
dated at the outer shells thereof. However, in another
example, the size of the grouped virtual window may be set to
the size (the size of any one of the virtual window correspond-
ing to W(a) and the virtual window corresponding to W(a+1))
of one virtual window before consolidation, or may be set to
the average value of the sizes of the two virtual windows (the
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virtual window corresponding to W(a) and the virtual window
corresponding to W(a+1)) before consolidation.

[0232] In this embodiment, the virtual windows are
grouped (consolidated) by the object recognition unit 13, and
the finally-obtained virtual window (the virtual window as a
result of the grouping (consolidation)) is referred to as a
grouped window.

[0233] In this embodiment, the object recognition unit 13
determines and sets the grouped window as a raster scan
region (a part of the process of step S205 shown in FIG. 5).
[0234] Multiple different grouped windows may be
obtained from a series of virtual windows to be grouped
(consolidated).

[0235] The process (a part of the process of step S205
shown in FIG. 5) of determining a step width (moving step) of
each grouped window (each raster scan region) obtained
through the grouping (consolidation) by the object recogni-
tion unit 13 will be described below with reference to FIG. 11.
[0236] FIG. 11 is a diagram illustrating an example of a
graph of characteristic 701 representing the relationship (cor-
relation) between the window widths and the step widths of
the virtual windows serving as a basis of the grouped window.
In this embodiment, the information of characteristic 701 is
stored and used in and by the object recognition unit 13.
[0237] In the graph shown in FIG. 11, the horizontal axis
represents the window width of a virtual window [pixel] and
the vertical axis represents the step width (a step width dx and
a step width dy) [pixel].

[0238] Inthe graph shown in FIG. 11, the window widths of
the virtual windows serving as a basis of the grouped window
are used as the window width marked in the horizontal axis.
[0239] Inthis embodiment, the shape of the virtual window
is set to square and the length (window width) in the trans-
verse (horizontal) direction and the length (window width) in
the longitudinal (vertical) direction of a virtual window are
equal to each other.

[0240] For example, the x value at the image coordinate (x,
y) or the y value thereof may be used as the window width. In
another example, the X value or the Y value at a camera
coordinate (X, Y, Z) may be used as the window width.
[0241] In this embodiment, the object recognition unit 13
uses the same common value as the step width dx of the x
coordinate and the step width dy of the y coordinate at the
image coordinate (X, y).

[0242] Inthis case, in another configuration example, when
the shape of a virtual window is square, the object recognition
unit 13 can use, for example, a predetermined one length
(window width) of the length (window width) in the trans-
verse (horizontal) direction and the length (window width) in
the longitudinal (vertical) direction of a virtual window, or
can use, for example, the average of the length (window
width) in the transverse (horizontal) direction and the length
(window width) in the longitudinal (vertical) direction of a
virtual window.

[0243] In another configuration example, the object recog-
nition unit 13 may use different values as the step width dx of
the x coordinate and the step width dy of the y coordinate at
the image coordinate (X, y).

[0244] Inthis case, the object recognition unit 13 can deter-
mine the step width dx of the x coordinate at the image
coordinate (X, y) based on the length (window width) in the
transverse (horizontal) direction of a virtual window and can
determine the step width dy of the y coordinate at the image
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coordinate (X, y) based on the length (window width) in the
longitudinal (vertical) direction of the virtual window.

[0245] For example, the object recognition unit 13 may
store and use characteristics in which the step width dx of the
x coordinate and the step width dy of the y coordinate at the
image coordinate (X, y) are different from each other as char-
acteristics 701 shown in FIG. 11. In this case, the object
recognition unit 13, for example, can determine the step width
dx of the x coordinate at the image coordinate (X, y) based on
the length (window width) in the transverse (horizontal)
direction of the virtual window and can determine the step
width dy of the y coordinate at the image coordinate (X, y)
based on the length (window width) in the longitudinal (ver-
tical) direction of the virtual window, or may determine both
the step width dx of the x coordinate and the step width dy of
the y coordinate at the image coordinate (x, y) based on a
predetermined one length (window width) of the length (win-
dow width) in the transverse (horizontal) direction and the
length (window width) in the longitudinal (vertical) direction
of the virtual window.

[0246] In this embodiment, regarding the steps widths dx
and dy determined based on the window widths of all the
virtual windows (the original virtual windows created
through the process of step S203 shown in FIG. 5 in this
embodiment, from which the virtual windows created in the
course of grouping (consolidation) are excluded) serving as a
basis of each grouped window, the object recognition unit 13
sets the range between a minimum step width and a maximum
step width thereof as the step width range to be used for the
raster scans in the corresponding grouped window. Then, the
object recognition unit 13 uses the step widths in the set
range.

[0247] Ina specific example, regarding the step width dx of
the x coordinate and the step width dy of the y coordinate of
a certain grouped window, when the minimum value (the
minimum step width) of the step widths determined based on
the window widths of all the virtual windows serving as a
basis of the corresponding grouped window is Al (for
example, A1=5) and the maximum value (the maximum step
width) thereof is B1 (for example, B1=10), the object recog-
nition unit 13 uses the step widths (for example, 5, 6, 7, 8, 9,
and 10) obtained by changing the step width from the mini-
mum value to the maximum value by a predetermined varia-
tion Al (for example, A1=1) for the raster scans in the grouped
window (raster scan region).

[0248] FIG. 11 shows Examples (1), (2), and (3) of three
different step width ranges determined by the object recog-
nition unit 13.

[0249] The characteristics representing the relationship
(correlation) between the window width and the step width of
the virtual windows serving as a basis of a grouped window
are not limited to characteristic 701 shown in FIG. 11, but
various characteristics may be used.

[0250] The process (a part of the process of step S205
shown in FIG. 5) of causing the object recognition unit 13 to
determine the scale (the window scale width) of each grouped
window (each raster scan region) obtained through the group-
ing (consolidation) will be described below with reference to
FIG. 12.

[0251] FIG. 12 is a diagram illustrating an example of a
graph of characteristic 801 representing the relationship (cor-
relation) between the window width and the scale of the
virtual windows serving as a basis of a grouped window. In
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this embodiment, the information of characteristic 801 is
stored and used by the object recognition unit 13.

[0252] In the graph shown in FIG. 12, the horizontal axis
represents the window width [pixel] of a virtual window and
the vertical axis represents the scale SC [pixel].

[0253] Inthe graph shown in FIG. 12, the window widths of
the virtual windows serving as a basis of a grouped window
are used as the window width marked in the horizontal axis.
[0254] Inthis embodiment, the shape of a virtual window is
set to square, and the length (window width) in the transverse
(horizontal) direction and the length (window width) in the
longitudinal (vertical) direction of a virtual window are equal
to each other.

[0255] For example, the value of x or the value of y at an
image coordinate (X, y) may be used as the window width.
Alternatively, for example, the value of X or the value of Y at
a camera coordinate (X, Y, Z) may be used as the window
width.

[0256] In this embodiment, the object recognition unit 13
uses the same common value as the scale SCx of the x coor-
dinate and the scale SCy of the y coordinate at the image
coordinate (x, y). That is, in this embodiment, the object
recognition unit 13 uses a window having a square shape for
the raster scans.

[0257] Inthis case, in another configuration example, when
the shape of a virtual window is rectangular, the object rec-
ognition unit 13, for example, may use a predetermined one
length (window width) of the length (window width) in the
transverse (horizontal) direction and the length (window
width) in the longitudinal (vertical) direction of a virtual
window, or may use the average value of the length (window
width) in the transverse (horizontal) direction and the length
(window width) in the longitudinal (vertical) direction of a
virtual window.

[0258] In another configuration example, the object recog-
nition unit 13 may use different values as the scale SCx of the
x coordinate and the scale SCy of the y coordinate at the
image coordinate (X, y).

[0259] Inthis case, the object recognition unit 13 can deter-
mine the scale SCx of the x coordinate at the image coordinate
(X, y) based on the length (window width) in the transverse
(horizontal) direction of a virtual window and can determine
the scale SCy of the y coordinate at the image coordinate (x,
y) based on the length (window width) in the longitudinal
(vertical) direction of the virtual window.

[0260] For example, the object recognition unit 13 may
store and use characteristics in which the scale SCx of the x
coordinate and the scale SCy of the y coordinate at the image
coordinate (X, y) as characteristic 801 shown in FIG. 12 are
different from each other. In this case, for example, the object
recognition unit 13 may determine the scale SCx of the x
coordinate at the image coordinate (x, y) based on the length
(window width) in the transverse (horizontal) direction of the
virtual window and may determine the scale SCy of the y
coordinate at the image coordinate (x, y) based on the length
(window width) in the longitudinal (vertical) direction of the
virtual window, or may determine both of the scale SCx of the
x coordinate and the scale SCy of the y coordinate at the
image coordinate (X, y) based on a predetermined one length
(window width) of the length (window width) in the trans-
verse (horizontal) direction and the length (window width) in
the longitudinal (vertical) direction of the virtual window.
[0261] In this embodiment, regarding the scales SC (the
scale SCx and the scale SCy) determined based on the win-
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dow widths of all the virtual windows (the original virtual
windows created through the process of step S203 shown in
FIG. 5 in this embodiment, from which the virtual windows
created in the course of grouping (consolidation) are
excluded) serving as a basis of each grouped window, the
object recognition unit 13 sets the range between the mini-
mum scale and the maximum scale as the range of scales used
for the raster scans. Then, the object recognition unit 13 uses
the scales in the set range.

[0262] In a specific example, regarding the scale SC (the
scale SCx or the scale SCy) for each grouped window, when
the minimum value (minimum scale) of the scale determined
based on the window widths of al the virtual windows serving
as a basis of the grouped window is A2 (for example, A2=2)
and the maximum value (maximum scale) is B2 (for example,
B2=6), the object recognition unit 13 uses the scales (for
example, 2, 4, and 6), which are obtained by changing the
scale from the minimum value to the maximum value by a
predetermined variation A2 (for example, A2=2), for the ras-
ter scans in the grouped window (raster scan region).

[0263] FIG. 12 shows Examples (1), (2), and (3) of three
different scale ranges determined by the object recognition
unit 13.

[0264] The characteristics representing the relationship
(correlation) between the window width and the scale of the
virtual windows serving as a basis of a grouped window are
not limited to characteristic 801 shown in F1G. 12, but various
characteristics may be used.

[0265] In this manner, in this embodiment, the object rec-
ognition unit 13 determines the region (raster scan region) to
be raster-scanned, the scale of the window to be used for the
raster scan, the step width (moving step) of the window to be
used for the raster scan based on the grouping result of the
virtual windows (the process of step S205 shown in FIG. 5).
[0266] An example of a raster scan in a conventional
example and the present invention (this embodiment) will be
described with reference to FIG. 13.

[0267] In this example, the case where the processes of the
flowchart according to the background art shown in FIG. 18
are performed is exemplified as the conventional example.
[0268] In this example, the case where the processes of the
flowchart according to this embodiment shown in FIGS. 4 and
5 are performed is exemplified as the present invention.

[0269] FIG. 13 is a diagram illustrating an example of a
raster scan.
[0270] InFIG. 13, an entire image (entire captured image)

901 captured by a camera (for example, the camera 11 shown
in FIG. 1 or a device corresponding thereto), a raster scan
region 911 according to the background art, a raster scan
region 921 according to a first example (1) of the present
invention, a raster scan region 922 according to a second
example (2) of the present invention, and a raster scan region
923 according to a third example (3) of the present invention
are shown.

[0271] In FIG. 13, examples of windows to be shifted are
shown by dotted lines in the raster scan regions 911 and 921
t0 923.

[0272] The raster scan region 921 according to the first
example (1) of the present invention is a raster scan region
obtained by grouping (consolidation of) feature points which
are relatively present with a large distance.

[0273] The raster scan region 922 according to the second
example (2) of the present invention is a raster scan region
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obtained by grouping (consolidation of) feature points which
are relatively present between a large distance and a middle
distance.

[0274] The raster scan region 923 according to the third
example (3) of the present invention is a raster scan region
obtained by grouping (consolidation of) feature points which
are relatively present between a middle distance and a small
distance.

[0275] In the raster scan according to the background art,
since the raster scan region is wide and it is necessary to adjust
the scale and the moving step of the window and to sequen-
tially scan the wide raster scan region, the number of unnec-
essary window processes (the number of unnecessary win-
dows) increases.

[0276] On the contrary, in the raster scan according to the
present invention, the region (raster scan region) to be raster-
scanned, the size of a window to be used for the raster scan,
and the step width (moving step) of the window to be used for
the raster scan are determined based on the grouping result of
the virtual windows. Accordingly, in the raster scan according
to the present invention, the raster scan region can bereduced,
the scale or the moving step of the window can be reduced for
the small raster scan region, and thus the number of unnec-
essary window processes (the number of unnecessary win-
dows) can be reduced, compared with the raster scan accord-
ing to the background art.

[0277] Inthis manner, in this embodiment, since the object
recognition unit 13 can narrow the region (raster scan region)
to be raster-scanned by performing the process of estimating
the raster scan region and the ranges of the scale and the step
width (moving step) for the narrowed raster scan region can
be narrowed, the number of window processes to be scanned
(the number of windows to be scanned) can be significantly
reduced when compared with that in the raster scan according
to the background art.

[0278] In grouping (consolidation of) the virtual windows
obtained from feature points, for example, the object recog-
nition unit 13 excludes feature points satisfying a predeter-
mined condition out of the plurality of extracted feature
points before performing the grouping (consolidation) pro-
cess and does not use the excluded feature points for the
grouping (consolidation) process. Accordingly, it is possible
to further enhance the grouping (consolidation) efficiency
and to improve the grouping (consolidation) accuracy.

[0279] Specifically, the predetermined condition for defin-
ing the feature points to be excluded may include a condition
(a first condition on the height) in which a feature point is
excluded from candidates to be grouped (consolidated) when
the coordinate value (for example, the coordinate value Y)
representing a height at a coordinate (X, Y, Z) of the point
(feature point) in a three-dimensional spatial coordinate sys-
tem such as a camera coordinate system is greater than or
equal to a predetermined threshold value (a first threshold
value associated with the height), a condition (a second con-
dition on the height) in which a feature point is excluded from
candidates to be grouped (consolidated) when the coordinate
value (for example, the coordinate value Y) representing the
height thereof is equal to or less than a predetermined thresh-
old value (a second threshold value associated with the
height), or both conditions.

[0280] In the first condition on the height, for example, a
feature point which is present at such a high position (for
example, in the sky) at which a target object is not present can
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be excluded from candidates to be grouped (consolidated)
and cannot be subjected to the grouping (consolidation).

[0281] In the second condition on the height, for example,
a feature point which is present at such a low position (for
example, under the ground) at which a target object is not
present can be excluded from candidates to be grouped (con-
solidated) and cannot be subjected to the grouping (consoli-
dation).
[0282] Accordingly, it is possible to reasonably reduce the
number of feature points to be grouped (consolidated), to
enhance the grouping (consolidation) efficiency, and to
improve the grouping (consolidation) accuracy.
[0283] An integral image will be described below with
reference to Part (A) of FIG. 14, Part (B) of FIG. 14, and Part
(C) of FIG. 14.
[0284] Part (A) of FIG. 14 is a diagram illustrating an
example of an original image.
[0285] Inthis example, an intensity image 2001 is shown as
the original image.
[0286] In the intensity image 2001, an intensity value at a
pixel position (x, y) is defined as i(x, y), where the transverse
(horizontal) direction is defined as the x axis and the longi-
tudinal (vertical) direction is defined as the y axis.
[0287] Part (B) of FIG. 14 is a diagram illustrating a result
of'a cumulative row addition.
[0288] Inthis example, integration is repeatedly performed
from the left-top to the right-bottom of a frame.
[0289] Inthe cumulative row addition result 2002, a cumu-
lative row addition value s(x, y) of a pixel position (X, y) is
expressed by Equation (5).

sEy)=sExy-1+HEY) ®

[0290] Part (C) of FIG. 14 is a diagram illustrating an
example of an integral image.
[0291] Inthis example, integration is repeatedly performed
from the left-top to the right-bottom in a frame.
[0292] In the integral image 2003, an integral value ii(X, y)
of a pixel position (X, y) is expressed by Equation (6).

i1 (x,y)=ti(x—1,y)+s(x,y) (6)

[0293] The Haar-like feature value will be described below
with reference to Part (A) of FIG. 15 and Part (B) of FIG. 15.

[0294] Part (A) of FIG. 15 shows a two-rectangle 2011.

[0295] A difference between left and right rectangular fea-
ture values is used as the feature of the two-rectangle 2011.
[0296] Part (B) of FIG. 15 shows a method of calculating
the two-rectangle feature. In this example, the integrated
value of a partial area is calculated from the integral image.
[0297] Here, a, b, c, d, e, and f are defined as integral
gradient values at the points.

[0298] The single-rectangle feature value of the right
region (region 1) is expressed by Expression (7) and can be
calculated at four points.

[0299] The single-rectangle feature value of the left region
(region 2) is expressed by Expression (8) and can be calcu-
lated at four points.

[0300] The two-rectangle feature value which is the difter-
ence between the feature value of region 1 and the feature
value of region 2 is expressed by Equation (9) and can be
calculated at six points.
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f+b—(c+e) (€]
e+a—(b+d) (8)
e+ta—(b+d)—(f+b—(c+e)=a+2e+c-2b-f—-d €]
[0301] An integral histogram (gradient integral histogram)

is known as an application of the integral image.
[0302] Specifically, integration is performed on the gradi-
ent image for each gradient direction.

[0303] Accordingly, a histogram in the unit of cells can be
easily created.
[0304] An example where a gradient direction and a gradi-

ent magnitude are calculated will be described with reference
to Part (A) of FIG. 16 to Part (D) of FIG. 16.

[0305] Part (A) of FIG. 16 is a diagram illustrating an
example of an intensity image.

[0306] Inthis example, the pixel position in the x axis in the
transverse (horizontal) direction is defined as u, and the coor-
dinate value increases toward the right side. The pixel posi-
tion in the y axis in the longitudinal (vertical) direction is
defined as v, and the coordinate value increases toward the
bottom.

[0307] The pixel position in the plane of x-y orthogonal
coordinates is defined as a coordinate (u, v).

[0308] Part (B) of FIG. 16 shows an expression illustrating
an example of a gradient.

[0309] Inthis example, the intensity at the pixel position of
a coordinate (u, v) is defined as I(u, v).

[0310] The gradient of intensity in the transverse (horizon-
tal) direction at the pixel position of a coordinate (u, v) is
defined as Ix, and Ix is expressed by Equation (10). The
gradient of intensity in the longitudinal (vertical) direction at
the pixel position of a coordinate (u, v) is defined as Iy, and Iy
is expressed by Equation (11).

I=Iu+1,v)-I(u-1,v) (10)
L=I(u,v+1)-I(u,v-1) (11)
[0311] Part (C) of FIG. 16 shows an expression illustrating

an example of a gradient magnitude.

[0312] In this example, the gradient magnitude at the pixel
position of a coordinate (u, v) is defined as m(u, v), and m(u,
v) is expressed by Equation (12).

[0313] Part (D) of FIG. 16 shows an expression illustrating
an example of a gradient direction.

[0314] In this example, the gradient direction at the pixel
position of a coordinate (u, v) is defined as 6(u, v), and 6(u, v)
is expressed by Equation (13).

m(u, v) =\ I¥? + Iy? 12

Iy (13)

Ou, v) = tan’l(E)

[0315] Here, the gradient of intensity in an image corre-
sponds to a differential image. For example, linkage of pixel
positions at which the gradient of intensity is larger than a
predetermined threshold value can be detected as a gradient.
[0316] Other techniques such as a technique using a Sobel
filter may be used as the technique of calculating a gradient.
[0317] The integral gradient image is often used, for
example, to calculate the HOG feature values.
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[0318] The HOG feature value will be described below
with reference to Part (A) of FIG. 17 and Part (B) of FIG. 17.
[0319] Part (A) of FIG. 17 shows an example of conversion
into a histogram using cells.

[0320] Cells 2021 and a block 2022 including nine cells in
total of 3x3, which are set in an image, are shown.

[0321] In this example, each cell includes five pixels (5
pixels) in the transverse (horizontal) direction and five pixels
(5 pixels) in the longitudinal direction (vertical direction).
[0322] An intensity gradient distribution 2023 in the unit of
cells is shown for each cell 2021. In this regard, a gradient
direction histogram in which the horizontal axis represents
the direction and the vertical axis represents the gradient
magnitude is shown with nine directions as examples.
[0323] In this example, the intensity gradients in the cells
are normalized in the unit of block 2022.

[0324] Part (B) of FIG. 17 shows an example where the
HOG feature value normalized by the block region is calcu-
lated.

[0325] With nine directions as examples, a feature vector
F; ;. of a single cell 2031 is expressed by Equation (14). The
components fof the feature vector in the directions (direction
1 to direction 9) are defined as f, to f,, respectively. Here, k
represents the position in the transverse (horizontal) direction
of a cell and j represents the position in the longitudinal
(vertical) direction.

[0326] The feature vector V of the block 2032 is expressed
by Equation (15).

[0327] The normalization result v using the magnitude of
the feature vector V is expressed by Equation (16).

[0328] In this example, the HOG feature vector has 9
cellsx9 dimensionsx4 blocks=324 dimensions.

Fiw =15 fos 5o Jas S5 Joo J75 foo o) (14)
V= [Fia Figet, Fipea Frovn Fievprr, i, Froan Fieoper, Fianea]  (15)

v:* (e=1) (16)

VIVIE +e2

[0329] As described above, the object recognition unit 13
of the camera ECU (an example of the image recognition
device) in the image recognition system according to this
embodiment calculates the image coordinates (x, y) of feature
points (for example, multiple feature points) in an acquired
image, transforms the calculated image coordinates (%, y) of
the feature points to coordinates (X, Y, Z) in a three-dimen-
sional spatial coordinate system (for example, a camera coor-
dinate system), and estimates a raster scan region based on the
coordinates (X, Y, Z) in the three-dimensional spatial coordi-
nate system. The object recognition unit 13 according to this
embodiment performs pattern recognition on the raster scan
region determined through the estimation to recognize a tar-
get object.

[0330] The object recognition unit 13 may estimate the
raster scan region, for example, based on the image coordi-
nates (X, y) of feature points and the coordinates (X, Y, Z) in
the three-dimensional spatial coordinate system.

[0331] In a configuration example, the object recognition
unit 13 according to this embodiment groups (combines)
virtual windows based on the information of the distances Z
of multiple feature points in the three-dimensional spatial
coordinate system and the information on the positions X and
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Y or the image coordinates (X, y) of the feature points, and
creates the raster scan region to be estimated.

[0332] In a configuration example, the object recognition
unit 13 according to this embodiment determines a region of
a virtual window (grouped window) obtained as the final
result of grouping (consolidation) of the virtual windows as
the raster scan region.

[0333] In a configuration example, the object recognition
unit 13 according to this embodiment performs the grouping
(consolidation) using a relational expression (conditional
expression) based on the sizes (for example, the virtual win-
dow widths) of the virtual windows at the image coordinates
(%, y) transformed based on the information of the distances Z
of multiple feature points in the three-dimensional spatial
coordinate system and the values of the image coordinates (x,
y) of the feature points at the time of grouping (consolidation
of) the virtual windows.

[0334] In a configuration example, the object recognition
unit 13 according to this embodiment extends the outermost
shell overlapping with the region of the corresponding virtual
window to a wider area, when the relational expression (con-
ditional expression) is established at the time of grouping
(consolidation of) the virtual windows.

[0335] In a configuration example, the object recognition
unit 13 according to this embodiment uses the step width
(moving step) defined by the sizes (for example, window
widths) of the virtual windows serving as a basis of the
grouped window which is the final result of the grouping
(consolidation) as the step width (moving step) at the time of
performing a raster scan in the estimated raster scan region.

[0336] In a configuration example, the object recognition
unit 13 according to this embodiment uses the scale defined
by the sizes (for example, window widths) of the virtual
windows serving as a basis of the grouped window which is
the final result of the grouping (consolidation) as the scale at
the time of performing a raster scan in the estimated raster
scan region.

[0337] In a configuration example, the object recognition
unit 13 according to this embodiment excludes the feature
points located at such high or low positions at which a target
object is not present from the feature points used in the pro-
cess of estimating a raster scan region, based on the informa-
tion (for example, the information of the Y value) on the
height at the coordinates (X, Y, Z) in the three-dimensional
spatial coordinate system to which the image coordinates (X,
y) of the feature points are transformed.

[0338] In this manner, in the object recognition unit 13 of
the camera ECU (an example of the image recognition
device) in the image recognition system according to this
embodiment, it is possible to reduce the number of windows
unnecessary for the raster scan and to shorten the processing
time of the pattern recognition, by using the information from
the 3D analysis (or performing a part of the 3D analysis
process).

[0339] In a configuration example, the object recognition
unit 13 according to this embodiment can select (determine)
the optimal step width (moving step) range and the optimal
scale range for each group (grouped window) and it is thus
possible to reduce the number of windows to be raster-
scanned, compared with the conventional raster scan.

[0340] A lot of feature points extracted through the 3D
analysis are also present at positions other than a target object.
However, even when such feature points are included, it is
possible to reduce the number of windows to be raster-
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scanned through the use of the raster scan according to this
embodiment, compared with the conventional raster scan.
[0341] In the object recognition unit 13 according to this
embodiment, even when the accuracy of transforming the
image coordinates (x, y) to the coordinates (for example, the
camera coordinates (X,Y, 7)) in the three-dimensional spatial
coordinate system is not high, the number of windows to be
raster-scanned can be reduced in comparison with the con-
ventional raster scan, which is effective.

[0342] In this case, it is preferable that the grouping (con-
solidation) conditions described with reference to FIGS. 8
and 9 be alleviated, that is, that the threshold values be set to
be alleviated.

[0343] Specific examples of the method of setting the
threshold values to be alleviated include a method of setting
the threshold value TH1 to be smaller or a method of setting
the threshold value TH2 to be larger in the process of step
S303 shown in FI1G. 9.

[0344] As described above, by employing the object recog-
nition unit 13 of the camera ECU (an example of the image
recognition device) 1 in the image recognition system accord-
ing to this embodiment, it is possible to achieve enhancement
in image recognition efficiency.

[0345] The object recognition unit 13 of the camera ECU
(an example of the image recognition device) 1 in the image
recognition system according to this embodiment can be
mounted on (installed in), for example, an on-board system.
[0346] By employing the object recognition unit 13 of the
camera ECU (an example of the image recognition device) 1
in the image recognition system according to this embodi-
ment in this manner, for example, since the operation pro-
cessing speed is obtained enough to mount (install) the image
recognition device on (in) an on-board system while main-
taining identification performance, an adaptive cruise control
(ACC) system, a forward collision warning (FCW) system, a
pedestrian collision warning system, and the like can be
applied using a single device.

[0347] According to this embodiment, it is possible to pro-
vide a device, a method, and a computer program which are
suitable for recognizing a target object.

Configuration Examples of Embodiment

Configuration Example 1

[0348] An image recognition device (the camera ECU 1 in
this embodiment) includes: an image acquiring unit 12 con-
figured to acquire an image; and an object recognition unit 13
configured to extract feature points from the image acquired
by the image acquiring unit 12, to detect coordinates of the
extracted feature points in a three-dimensional spatial coor-
dinate system (to perform conversion to the coordinates in
this embodiment), and to determine a raster scan region
which is used to recognize a target object based on the detec-
tion result.

Configuration Example 2

[0349] Inthe image recognition device, the object recogni-
tion unit 13 creates virtual windows based on information on
distances (the distance Z in this embodiment) at the coordi-
nates (the camera coordinates (X, Y, Z) in this embodiment) in
the three-dimensional spatial coordinate system detected for
the extracted feature points and information on positions (X
and Y in this embodiment) other than the distances of the
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extracted feature points, combines the created virtual win-
dows, and prepares a raster scan region.

Configuration Example 3

[0350] Inthe image recognition device, the object recogni-
tion unit 13 determines a region of a virtual window (grouped
window), which is obtained as the final consolidation result of
the virtual windows, as the raster scan region.

Configuration Example 4

[0351] Inthe image recognition device, the object recogni-
tion unit 13 sets sizes of the virtual windows based on the
information on the distances in the three-dimensional spatial
coordinate system detected for the extracted feature points,
sets the positions of the virtual windows based on the infor-
mation on the positions other than the distances of the
extracted feature points, and combines the virtual windows of
which the sizes and the positions have been set using a pre-
determined conditional expression (the conditional expres-
sions, Equation (2) and Equation (3), in the flowchart shown
in FIG. 9 in this embodiment).

Configuration Example 5

[0352] Inthe image recognition device, the object recogni-
tion unit 13 combines two virtual windows into a new virtual
window when the relationship between the two virtual win-
dows satisfies the conditions of the conditional expression at
the time of combination of the virtual windows.

Configuration Example 6

[0353] Inthe image recognition device, the object recogni-
tion unit 13 determines a moving step of a raster scan based on
the window width of each virtual window serving as a basis of
the virtual window (grouped window) which is obtained as
the final consolidation result of the virtual windows.

Configuration Example 7

[0354] Inthe image recognition device, the object recogni-
tion unit 13 determines a window scale to be used for a raster
scan based on the window width of each virtual window
serving as a basis of the virtual window (grouped window)
which is obtained as the final consolidation result of the
virtual windows.

Configuration Example 8

[0355] Inthe image recognition device, the object recogni-
tion unit 13 excludes a feature point, of which information on
the height satisfies a predetermined condition, from candi-
dates used to determine the raster scan region based on the
information on heights (Y representing the height in this
embodiment) in the three-dimensional spatial coordinate sys-
tem detected from the extracted feature points.

[0356] Programs for realizing the functions of the pro-
cesses that are performed by any of the constructive units
shown in FIG. 1 may be recorded on a computer-readable
recording medium and the programs recorded on the record-
ing medium may be read and executed by a computer system
to perform the processes. The “computer system” includes an
OS (Operating System) and hardware such as peripherals.
The “computer system” also includes a WWW system having
ahomepage provision environment (or display environment).
The “computer-readable recording medium” includes a por-
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table medium such as a flexible disc, a magneto-optical disc,
a ROM, or a CD-ROM or a storage device such as a hard disk
built in the computer system. The “computer-readable
recording medium” also includes a device storing a program
for a predetermined time, like an internal volatile memory
(RAM (Random Access Memory)) of a computer system
serving as a server or a client when the programs are trans-
mitted through a network such as the Internet or a communi-
cation line such as a telephone line.

[0357] The above programs may be transmitted from a
computer system having the programs stored in a storage
device thereof or the like to another computer system through
a transmission medium or by carrier waves in the transmis-
sion medium. The “transmission medium” which transmits a
program means a medium having a function of transmitting
information and examples thereof include a network (com-
munication network) such as the Internet and a communica-
tion link (communication line) such as a telephone line. The
program may realize some of the above-described functions.
The program may realize the above-described functions in
combination with a program already recorded in a computer
system, that is, the program may be a differential file (differ-
ential program).

[0358] In addition, not being limited to the above descrip-
tion, it is possible to realize the processes that are performed
by any of the constructive units shown in FIG. 1 by using
devices such as an FPGA (Field Program Gate Array), a DSP
(Digital Signal Processor), or the like other than a micro-
computer.

[0359] While the embodiments of the invention have been
described with reference to the accompanying drawings, the
specific constitutions are not limited to the embodiments, and
may include other designs which do not depart from the
concept of the invention.

What is claimed is:

1. An image recognition device comprising:

an image acquiring unit configured to acquire an image;

and

an object recognition unit configured to extract feature

points from the image acquired by the image acquiring
unit, to detect coordinates of the extracted feature points
in a three-dimensional spatial coordinate system, and to
determine a raster scan region which is used to recognize
a target object based on the detection result.

2. The image recognition device according to claim 1,
wherein the object recognition unit is configured to create
virtual windows based on information on distances at the
coordinates in the three-dimensional spatial coordinate sys-
tem detected for the extracted feature points and information
on positions other than the distances of the extracted feature
points, to consolidate the created virtual windows, and to
prepare a raster scan region.

3. The image recognition device according to claim 2,
wherein the object recognition unit is configured to determine
a region of a virtual window, which is obtained as the final
consolidation result of the virtual windows, as the raster scan
region.
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4. The image recognition device according to claim 2,
wherein the object recognition unit is configured to set sizes
of the virtual windows based on the information on the dis-
tances in the three-dimensional spatial coordinate system
detected for the extracted feature points, to set the positions of
the virtual windows based on the information on the positions
other than the distances of the extracted feature points, and to
consolidate the virtual windows of which the sizes and the
positions have been set using a predetermined conditional
expression.

5. The image recognition device according to claim 4,
wherein the object recognition unit is configured to consoli-
date two virtual windows into a new virtual window when the
relationship between the two virtual windows satisfies the
conditions of the conditional expression at the time of con-
solidation of the virtual windows.

6. The image recognition device according to claim 2,
wherein the object recognition unit is configured to determine
a moving step of a raster scan based on a window width of
each virtual window serving as a basis of the virtual window
which is obtained as the final consolidation result of the
virtual windows.

7. The image recognition device according to claim 2,
wherein the object recognition unit is configured to determine
awindow scale to be used for a raster scan based on a window
width of each virtual window serving as a basis of the virtual
window which is obtained as the final consolidation result of
the virtual windows.

8. The image recognition device according to claim 1,
wherein the object recognition unit is configured to exclude a
feature point, of which information on the height satisfies a
predetermined condition, from candidates used to determine
the raster scan region based on the information on heights in
the three-dimensional spatial coordinate system detected for
the extracted feature points.

9. An image recognition method comprising:

causing an image acquiring unit to acquire an image; and

causing an object recognition unit to extract feature points

from the image acquired by the image acquiring unit, to
detect coordinates of the extracted feature points in a
three-dimensional spatial coordinate system, and to
determine a raster scan region which is used to recognize
a target object based on the detection result.

10. An image recognition program causing a computer to
perform:

a sequence of causing an image acquiring unit to acquire an
image; and

a sequence of causing an object recognition unit to extract
feature points from the image acquired by the image
acquiring unit, to detect coordinates of the extracted
feature points in a three-dimensional spatial coordinate
system, and to determine a raster scan region which is
used to recognize a target object based on the detection
result.



