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Method and system for determining a measure of quality for
images are presented. Multi-level decomposition of images in
the wavelet domain using a variable number of levels of
decomposition and aggregation of selected subbands is per-
formed to obtain an accurate measure of quality. The process-
ing time is reduced in comparison to that required by other
methods for generating measures of quality.
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FIELD OF THE INVENTION

[0002] The present invention relates to the assessment of
image quality, and in particular, to a method and system for
determining an improved measure of quality or metric for
images with enhanced perceptual performance.

BACKGROUND OF THE INVENTION

[0003] Assessment of quality of images is important in
various contexts including image transcoding and compres-
sion. Transcoding of images is crucial in the dissemination of
rich multimedia content comprising text, voice, still and ani-
mated graphics, photos, video clips, in heterogeneous net-
works composed of mobile terminals, cell phones, computers
and other electronic devices. Image quality can be assessed
by measuring similarity between an original image (often
referred to as a reference image) and an image obtained after
image processing (often referred to as a distorted image).
Such an assessment of quality can be used for example to
determine the effectiveness of an image processing tech-
nique.

[0004] Image quality assessment has an important role in
developing various image and video processing applications
including multimedia applications to provide acceptable out-
puts for the end-user, the human clients. Image quality is best
evaluated subjectively by human viewers. However, subjec-
tive assessment of quality is time consuming, expensive, and
cannot be done for real time applications. Thus, itis necessary
to define an objective criterion that can measure the difference
between the undistorted original image and the distorted
image signals. Ideally, such an objective measure should cor-
relate well with the perceived difference between two image
signals and can vary linearly with the subjective quality. Sub-
jective image quality is concerned with how processed
images are perceived by a human viewer and designates his
opinion of quality.

[0005] Objective methods are usually classified based on
the availability of the reference images. If the reference image
is available, the measure of quality or the quality metric is
considered as a full-reference (FR) assessment measure. The
peak signal-to-noise ratio (PSNR) is the oldest and most
widely used FR assessment measure and has a number of
attractive characteristics. It is simple, has clear physical
meaning, is parameter free, and performs superbly in various
optimization contexts as described by Z. Wang, and A. C.
Bovik, in Mean squared error: Love it or leave it? A new look

Nov. 7,2013

at signal fidelity measures, IEEE Signal Processing Mag.,
vol. 26, no. 1, pp. 98-117, January 2009. This measure is
defined as:

2
PSNR(X, Y) = 10-1og10(ﬁ]

MSE(X,Y) = Ni Z (X(m, n) = Y(m, n)?
P mn

where X and Y denote the reference (original) and distorted
images respectively, X,,,. 1s the maximum possible pixel
value of the reference image X (the minimum pixel value is
assumed to be zero), and N is the number of pixels in each of
the images.

[0006] The conventional PSNR, however, cannot suffi-
ciently reflect the human perception of image fidelity, that is,
a large PSNR gain may result in a small improvement in
visual quality. Thus, a number of other quality measures have
been developed by researches. Generally speaking, the FR
assessment of image signals involves two types of
approaches: a bottom-up approach and a top-down approach
that are discussed in Z. Wang, and A. C. Bovik, in “Modern
Image Quality Assessment”, USA: Morgan & Claypool,
2006.

[0007] Inthe bottom-up approach, the perceptual measures
of quality are best estimated by quantifying the visibility of
errors. In order to quantize errors according to human visual
system (HVS) features, techniques in this category try to
model the functional properties of different stages ofthe HVS
as characterized by both psychophysical and physiological
experiments. This is usually accomplished in several stages of
preprocessing, frequency analysis, contrast sensitivity analy-
sis, luminance masking, contrast masking, and error pooling
as described by Z. Wang, and A. C. Bovik, in “Modern Image
Quality Assessment”, USA: Morgan & Claypool, 2006 and by
A. C. Bovik, in “The Essential Guide to Image Processing”,
USA: Academic Press, 2009, ch. 21. Most of HVS-based
quality assessment techniques use multi-channel models
which assume that each band of spatial frequencies is handled
by an independent channel. With the visible difference pre-
dictor (VDP) model, discussed by S. Daly, in “The visible
difference predictor: An algorithm for the assessment of
image fidelity”, Proc. SPIE, vol. 1616, February 1992, pp.
2-15, the image is decomposed into five spatial levels fol-
lowed by six orientation levels using a variation of Watson’s
Cortex transform. Then, a threshold map is computed from
the contrast in that channel. In Lubin’s model, which is also
known as the Sarnoff visual discrimination model (VDM)
presented in “A visual discrimination mode for image system
design and evaluation™, Visual Models for larget Detection
and Recognition, Singapore: World Scientific, 1995, pp. 207-
220, the images are decomposed into seven resolutions after
low-pass filtering and resampling. P. C. Teo and D. J. Heeger
uses the steerable pyramid transform to decompose the image
into several spatial frequency levels within which each level is
further divided into a set of (six) orientation bands. Their
approach is described in “Perceptual Image distortion™, in
Proc. IEEE. Int. Conf. Image Processing, vol. 2, November
1994, pp. 982-986. VSNR, discussed by D. M. Chandler, and
S. S. Hemami, in “A wavelet-based visual signal-to-noise
ratio for natural images”, IEEE Transactions on Image Pro-
cessing, vol. 16, no. 9, pp. 2284-2298, September 2007, is
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another advanced HVS-based metric that after image prepro-
cessing decomposes both the reference image and errors
between the reference and distorted images into five levels by
using a discrete wavelet transform and 9/7 biorthogonal fil-
ters. Then, it computes the contrast detection threshold to
assess the ability to detect the distortions for each subband
produced by the wavelet decomposition. Other known meth-
ods based on the bottom-up approach which exploit Fourier
transform rather than multiresolution decomposition include
Weighted Signal to Noise Ratio (WSNR), discussed by N.
Damera-Venkata, T. D. Kite, W. S. Geisler, B. L. Evans, and
A. C. Bovik, in “Image quality assessment based on a degra-
dation model”, IEEE Transactions on Image Processing, vol.
9, no. 4, pp. 636-650, April 2000 and Picture Quality Scale
(PQS)described by M. Miyahara, K. Kotani, and V. R. Algazi,
in “Objective Picture Quality Scale (PQS) for image coding”,
IEEE Transactions on Communication, vol. 46, no. 9, pp.
1215-1225, September 1998. Methods based on the bottom-
up approach have several important limitations, which are
discussed by Z. Wang, and A. C. Bovik, in “Modern Image
Quality Assessment”, USA: Morgan & Claypool, 2006 and by
7. Wang, A. Bovik, H. Sheikh, and E. Simoncelli, in “Image
quality assessment: From error visibility to structural simi-
larity”, IEEE Transactions on Image Processing, vol. 13, no.
4, pp. 600-612, April 2004. Moreover, the error-based tech-
niques, such as WSNR, Noise Quality Measure (NQM),
described by N. Damera-Venkata, T. D. Kite, W. S. Geisler, B.
L. Evans, and A. C. Bovik, in “Image quality assessment
based on a degradation model”, IEEFE Transactions on Image
Processing, vol. 9, no. 4, pp. 636-650, April 2000 and VSNR
discussed by D. M. Chandler, and S. S. Hemami in “VSNR: A
wavelet-based visual signal-to-noise ratio for natural
images”, IEEE Transactions on Image Processing, vol. 16,
no. 9, pp. 2284-2298, September 2007 are less simple to use,
as they require sophisticated procedures to compute the
human visual system (HVS) parameters.

[0008] With the techniques based on the top-down
approach, the overall functionality of the HVS is considered
as a black box, and the input/output relationship is the focus
of attention. Thus, techniques following the top-down
approach do not require any calibration parameters from the
HVS or viewing configuration. Two main strategies in this
category use a structural approach and an information-theo-
retic approach.

[0009] The most important method using the structural
approach is the Structural Similarity (SSIM) index described
by 7. Wang, A. Bovik, H. Sheikh, and E. Simoncelli, in
“Image quality assessment: from error visibility to structural
similarity”, IEEE Transactions on Image Processing, vol. 13,
no. 4, pp. 600-612, April 2004. As discussed by H. R. Sheikh,
M. F. Sabir, and A. C. Bovik, in “A statistical evaluation of
recent full reference image quality assessment algorithms”,
IEEFE Transactions on Image Processing, vol. 15, no. 11, pp.
3440-3451, November 2006, SSIM gives an accurate score
with acceptable computational complexity compared to other
measures of quality. SSIM has attracted a great deal of atten-
tion in recent years, and has been considered for a range of
applications. As described by Z. Wang, A. Bovik, H. Sheikh,
and E. Simoncelli, in “Image quality assessment: from error
visibility to structural similarity”, IEEE Transactions on
Image Processing, vol. 13, n0. 4, pp. 600-612, April 2004, the
principal idea underlying the SSIM approach is that the HVS
is highly adapted to extract structural information from visual
scenes, and, therefore, a measurement of structural similarity
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(or distortion) should provide a good approximation of per-
ceptual image quality. Some approaches have tried to
improve the SSIM index. The multi-scale SSIM discussed by
Z. Wang, E. P. Simoncelli, and A. C. Bovik, in “Multi-scale
structural similarity for image quality assessment”, Proc.
IEEE Asilomar Conf. Signals, Systems, Computers, vol. 2,
November 2003, pp. 1398-1402, attempts to increase SSIM
assessment accuracy by incorporating image details at five
different resolutions by applying successive low-pass filter-
ing and downsampling. In “Understanding and simplifying
the structural similarity metric”, Proc. IEEE International
Conference on Image Processing, San Diego, October 2008,
pp. 1188-1191, D. M. Rouse, and S. S. Hemami investing”
Discrete wavelet transform-based structural similarity for
image quality assessment”, Proc. IEEE International Con-
ference on Image Processing, San Diego, October 2008, pp.
377-380, propose to compute it in the discrete wavelet
domain using subbands at different levels. Five-level decom-
position using the Daubechies 9/7 wavelet is applied to both
original and distorted images, and then SSIM is computed
between corresponding subbands. Finally, the similarity mea-
sure is obtained by computing a weighted mean of all SSIMs.
To determine the weights, a large number of experiments have
been performed for measuring the sensitivity of the human
eyeto different frequency bands. Z. Wang, E. P. Simoncelli, in
“Translation insensitive image similarity in complex wavelet
domain”, Proc. IEEE International Conference on Acoustics,
Speech, Signal Processing, vol. 2, March 2005, pp. 573-576
and M. P. Sampat, Z. Wang, S. Gupta, A. C. Bovik, and M. K.
Markey, in “Complex wavelet structural similarity: A new
image similarity index”, IEEE Transactions on Image Pro-
cessing, vol. 18, no. 11, pp. 2385-2401, November 2009
discuss Complex Wavelet Structural Similarity (CW-SSIM),
which benefits from a complex version of a 6-scale, 16-ori-
entation steerable pyramid decomposition characteristic and
propose a measure resistant to small geometrical distortions.

[0010] With the information-theoretic approach, visual
quality assessment is viewed as an information fidelity prob-
lem. An information fidelity criterion (IFC) for image quality
measurement that is based on natural scene statistics is pre-
sented by H. R. Sheikh, A. C. Bovik, and G. de Veciana, in
“An information fidelity criterion for image quality assess-
ment using natural scene statistics”, IEEE Transactions on
Image Processing, vol. 14, no. 12, pp. 2117-2128, December
2005. In the IFC, the image source is modeled by using a
Gaussian scale mixture (GSM) while the image distortion
process is modeled as an error-prone communication chan-
nel. The information shared between the images being com-
pared is quantified by using the mutual information that is a
statistical measure of information fidelity. Another informa-
tion-theoretic quality metric is the “Visual Information Fidel-
ity (VIF) index” discussed by H. R. Sheikh, and A. C. Bovik,
in “Image information and visual quality”, /EEE Transac-
tions on Image Processing, vol. 15, no. 2, pp. 430-444, Feb-
ruary 2006. The computation of the VIF index follows the
same procedure as the IFC, except that, in the determination
of the VIF index both the image distortion process and the
visual perception process are modeled as error-prone com-
munication channels. For the VIF measure, the HVS distor-
tion channel is modeled with an additive white Gaussian
noise. The VIF index is the most accurate image measure of
quality according to the performance evaluation of prominent
image quality assessment algorithms presented by H. R.
Sheikh, M. F. Sabir, and A. C. Bovik, in “A statistical evalu-
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ation of recent full reference image quality assessment algo-
rithms”, IEEE Transactions on Image Processing, vol. 15, no.
11, pp. 3440-3451, November 2006.

[0011] Review of existing literature reveals a number of
shortcomings of the prior art methods. The limitations of
these prior art methods include the following.

[0012] First, computational complexity of the existing
assessment techniques for accurately determining the mea-
sures of quality are very high. Some image/video processing
applications, like identifying the best quantization param-
eters for each frame in video encoding described by S. L. P.
Yasakethu, W. A. C. Fernando, S. Adedoyin, and A. Kondoz in
a paper entitled “A rate control technique for off line H.264/
AVC video coding using subjective quality of video”, IEEE
Transactions on Consumer Electronics, vol. 54, no. 3, pp.
1465-1472, August 2008, could be used more efficiently if an
accurate low-complexity technique for determining the mea-
sure of quality (quality metric) were used.

[0013] Second, the bottom-up approach used by prior art
methods requires that the associated techniques apply a mul-
tiresolution transform, decompose the input image into a
large number of resolutions (five or more). While, the HVS is
a complex system which is not completely known to us,
combining the different bands into a final metric is difficult. In
similar top-down methods such as multi-scale and multi-level
SSIMs discussed by Z. Wang, E. P. Simoncelli, and A. C.
Bovik, in “Multi-scale structural similarity for image quality
assessment”, Proc. IEEE Asilomar Conf. Signals, Systems,
Computers, vol. 2, November 2003, pp. 1398-1402 and by
C.-L. Yang, W.-R. Gao, cited earlier and L..-M. Po, in “Dis-
crete wavelet transform-based structural similarity for image
quality assessment”, Proc. IEEE Int. Conf. Image Processing,
San Diego, October 2008, pp. 377-380, cited earlier, deter-
mining the sensitivity of the HVS to different scales or sub-
bands requires many experiments. Moreover, if the wavelet or
filter is changed, the computed weights and parameters are no
longer optimum and may not even be valid.

[0014] Third, top-down methods, such as SSIM, gather
local statistics within a square sliding window and may not
always be very accurate.

[0015] Fourth, the large number of decomposition levels, as
discussed by C.-L. Yang, W.-R. Gao, and L..-M. Po, in “Dis-
crete wavelet transform-based structural similarity for image
quality assessment”, Proc. IEEE Int. Conf. Image Processing,
San Diego, October 2008, pp. 377-380, cited in the previous
paragraph would make the size of the approximation subband
that has the main image contents very small, and it would no
longer be able to help in the effective extraction of image
statistics.

[0016] Fifth, previous SSIM methods use the mean of the
SSIM quality map to determine the measure of quality for the
image (or the overall image quality score). However, distor-
tions in various image areas have different impacts on the
HVS.

[0017] Thus, there is a further need for the development of
an improved measure of quality for images, which would
avoid or mitigate the disadvantages of the prior art.

SUMMARY OF THE INVENTION

[0018] Therefore it is an objective of the present invention
to provide an improved method and system for determining
measures of image quality that mitigate the shortcomings of
the prior art.

Nov. 7,2013

[0019] According to one aspect of the invention, there is
provided a method for determining a measure of quality for a
distorted image Y, characterizing a similarity between the
image Y and an undistorted reference image X, having the
same number of rows and columns of pixels as the image Y,
the method comprising: (al) determining a number of levels
of decomposition, N, to be applied to the image X and the
image Y as a function of one or more of a resolution of the
image Y, a viewing distance for the image Y, and an image
quality metric (IQM) applied to the image Y; (b1) applying a
N level multiresolution decomposition, comprising levels 1,
2,...1,i+1,...N, to theimage X, producing an approximation
subband containing main content of the image X and detail
subbands containing edges of the image X; (c1) applying said
N level multiresolution decomposition, comprising levels 1,
2,...1,i+1,...N,totheimageY, producing an approximation
subband containing main content of the image Y and detail
subbands containing edges of the image Y; (d1) applying the
IQM to the approximation subband of the image X and the
approximation subband of the imageY to produce an approxi-
mation quality measure, characterizing similarity between
the main content of the image X and the main content of the
imageY; (el) processing the detail subbands of the image X
producing an edge map of the image X, characterizing the
edges of the image X; (f1) processing the detail subbands of
the image Y producing an edge map of the image Y, charac-
terizing the edges of imageY; (g1) applying the IQM between
the edge map of the image X and the edge map of the image
Y to produce an edge quality measure, characterizing simi-
larity between the edges of the image X and the edges of the
imageY; and (h1) processing the approximation quality mea-
sure and the edge quality measure to determine the measure of
quality.

[0020] The step (al) further comprises determining the
number of levels of decomposition N as a function of a
minimum size of the approximation subband, S, which pro-
duces a substantially peak response for human visual system.
The step (al) further comprises determining the S as follows:
(a3) determining k, a ratio between the viewing distance and
a height of a device on which the image Y is displayed; and
(b3) determining the S as a ratio between a predetermined
number and the k. The step (al) further comprises: (a4) deter-
mining a ratio between a minimum of a height H of the image
Y and a width W of the image Y, and the S; (b4) applying a
logarithm function to the ratio; (c4) applying a round function
to aresult obtained in the step (b4) of applying said logarithm
function; and (d4) determining the N as a maximum of 0 and
a result obtained in the step (c4) of applying said round
function. In the method of the embodiment of the invention,
the predetermined number has been chosen to be is about 344.

[0021] The method further comprises one or more of the
following: (a6) at the step (b1): (a6i) for the level 1, applying
the multiresolution decomposition to the Image X producing
intermediate subbands at the level 1 for processing at level 2;
and (a6ii) for the level i, with ranging from 2 to N, applying
the multiresolution decomposition to only selected interme-
diate subbands produced by the multiresolution decomposi-
tion performed at the level i-1; and (b6) at the step (c1): (b61)
for the level 1, applying the multiresolution decomposition to
the Image Y producing intermediate subbands at the level 1
for processing at level 2; and (b6ii) for the level i, with i
ranging from 2 to N, applying the multiresolution decompo-
sition to only selected intermediate subbands produced by the
multiresolution decomposition performed at the level i-1.
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The steps (a6ii) and (b6ii) further comprise determining the
selected intermediate subbands based on an accuracy to be
achieved in determining the measure of quality.

[0022] The method further comprises selecting the inter-
mediate subbands based on a number of the intermediate
subbands required for achieving the accuracy. The method
comprises one or more of the following: (a9) at the step (el),
aggregating one or more of the selected intermediate sub-
bands ofthe image X produced by the multiresolution decom-
position performed at each level j, with j ranging from 1 to
N-1; and (b9) at the step (f1), aggregating one or more of the
selected intermediate subbands of the image Y produced by
the multiresolution decomposition performed at each level j,
with j ranging from 1 to N-1.

[0023] In the method described above: (al0) the step (a9)
further comprises aggregating one or more of selected detail
subbands of the image X produced at level N with said one or
more of the selected intermediate subbands produced at said
each level j; and (b10) the step (b9) comprises aggregating
one or more of selected detail subbands of the image Y pro-
duced at level N with said one or more of the selected inter-
mediate subbands produced at said each level j.

[0024] Themethod further comprises: (all)atthestep (a9),
determining an edge map at the level j for the image X as a
function of said one or more of the selected intermediate
subbands produced at said each level j; (b11) at the step (a10):
(b111) determining an edge map at the level N for the image X
as a function of said one or more of the selected detailed
subbands of the image X produced at the level N; and (b11ii)
determining the edge map of the image X as a weighted sum
of'edge maps at the level j and the edge map at the level N for
the image X; (c11) at the step (b9), determining an edge map
at the level j for the image Y as a function of said one or more
of the selected intermediate subbands produced at said each
level j; and (d11) atthe step (b10): (d111) determining an edge
map at the level N for the imageY as a function of said one or
more of the selected detailed subbands of the image Y pro-
duced at the level N; and (d11ii) determining the edge map of
the imageY as a weighted sum of edge maps at the level j and
the edge map at the level N for the image Y.

[0025] Inthe method of embodiments of the invention, the
approximation quality measure is an approximation quality
mayp, and the edge quality measure is an edge quality map, and
the step (h1) further comprises: (al2) generating a contrast
mayp, including assigning corresponding values to the pixels
of'the approximation subband and the edge map of the image
X and the image Y according to their respective importance to
human visual system; (b12) performing weighted pooling of
the approximation quality map using the contrast map to
produce an approximation quality score; (c12) performing
weighted pooling of the edge quality map using the contrast
map to produce an edge quality score; and (d12) combining
the approximation similarity score from the step (b12) with
the edge similarity score from the step (c12) to determine the
measure of quality.

[0026] In the method described above: (al3) the step (d1)
comprises applying a structural similarity (SSIM) IQM to the
approximation subband of the image X and the approxima-
tion subband of the image Y to produce an approximation
SSIM map, SSIM,; (b13) the step (gl) comprises applying
the SSIM IQM between the edge map of the image X and the
edge map of the image Y to produce an edge SSIM map,
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SSIMg; and (c13) the step (hl) comprises processing the
SSIM,, and the SSIM; to determine a SSIM, ;- score as the
measure of quality.

[0027] Alternatively, in the method described above: (al4)
the step (d1) comprises applying an Absolute Difference
(AD) IQM to the approximation subband of the image X, and
the approximation subband of the image Y to produce an
approximation AD map, AD ; (b14) the step (gl) comprises
applying the AD IQM between the edge map of the image X
and the edge map of the image Y to produce an edge AD map,
ADy; and (c14) the step (h1) comprises processing the AD,
and the AD; to determine an AD ;- score as the measure of
quality.

[0028] Yet alternatively, in the method described above:
(al5)the step (d1) comprises applying a peak-signal-to-noise
ratio (PSNR) IQM to the approximation subband of the image
X and the approximation subband of the image Y to produce
a PSNR approximation quality score, PSNR ,; (b15) the step
(gl) comprises applying the PSNR IQM between the edge
map of the image X and the edge map of the image Y to
produce a PSNR edge quality score, PSNR; and (c15) step
(h1) comprises processing the PSNR, and the PSNR to
determine a PSNR, ;.- score as the measure of quality.
[0029] Yet further alternatively, in the method described
above: (al6) the step (d1) comprises applying a Visual Infor-
mation Fidelity (VIF) IQM to the approximation subband of
the image X, and the approximation subband of the image Y
to produce a VIF approximation quality score, VIF ;; (b16)
the step (gl) comprises applying the VIF IQM between the
edge map of the image X and the edge map of the image Y to
produce a VIF edge quality score, VIF.; and (c16) the step
(h1) comprises processing the VIF, and the VIF to deter-
mine a VIF ;- score as the measure of quality.

[0030] Inthe methods of the embodiments of the invention,
the steps (b1) and (c1) comprise applying a N level discrete
wavelet transform (DWT), which is, for example, a Haar
transform. Alternatively, the discrete wavelet transform may
be one of a Newland transform, and a wavelet transform using
a Daubechies filter.

[0031] The detail subbands of the image X include one or
more of a horizontal subband containing horizontal edges,
one or more of a vertical subband containing vertical edges
and one or more of a diagonal subband containing diagonal
edges of the image X, and the detail subbands of the imageY
include one or more of a horizontal subband containing hori-
zontal edges, one or more of a vertical subband containing
vertical edges, and one or more of a diagonal subband con-
taining diagonal edges of the image Y.

[0032] Inthe method described above: (a21) the step (al0)
further comprises choosing the selected intermediate sub-
bands at said each level j and the selected detail subbands for
the image X having substantially same resolution for aggre-
gating; and (b21) the step (b10) comprises choosing the
selected intermediate subbands at said each level j and the
selected detail subbands for the image Y having substantially
same resolution for aggregating.

[0033] According to another aspect of the invention, there
is provided a system for determining a measure of quality for
a distorted image Y, characterizing a similarity between the
image Y and an undistorted reference image X, having the
same number of rows and columns of pixels as the image Y,
the system comprising: a processor, and a computer readable
storage medium having computer readable instructions
stored thereon, which, when executed by the processor, form



US 2013/0294701 Al

the following: (a22) a number of levels unit determining a
number of levels of decomposition, N, to be applied to the
image X and the image Y as a function of one or more of a
resolution of the image Y, a viewing distance for the image Y,
and an image quality metric (IQM) applied to the image Y;
(b22) a first decomposition unit applying a N level multireso-
Iution decomposition, comprising levels 1, 2, .. .1,i+1,... N,
to the image X, producing an approximation subband con-
taining main content of the image X and detail subbands
containing edges of the image X; (¢22) a second decomposi-
tion unit applying said N level multiresolution decomposi-
tion, comprising levels 1,2, . .. 1, i+1, ... N, to the image Y,
producing an approximation subband containing main con-
tent of the image Y and detail subbands containing edges of
the image Y; (d22) an approximation quality measure unit
applying the IQM to the approximation subband of the image
X and the approximation subband of the image Y to produce
an approximation quality measure characterizing similarity
between the main content of the image X and the main content
of the image Y; (e22) a first detail subbands unit processing
the detail subbands of the image X producing an edge map of
the image X characterizing the edges of the image X; (f22) a
second detail subbands unit processing the detail subbands of
the image Y producing an edge map of the image Y charac-
terizing the edges of image Y; (g22) an edge quality measure
unit applying the IQM between the edge map of the image X
and the edge map of the image Y to produce an edge quality
measure characterizing similarity between the edges of the
image X and the edges of the image Y; and (h22) a quality
measure unit processing the approximation quality measure
and the edge quality measure to determine the measure of
quality.

[0034] Inthe system described above, the number of levels
unit further comprises computational means for determining
the number of levels of decomposition N as a function of a
minimum size of the approximation subband, S, which pro-
duces a substantially peak response for human visual system.
The number oflevels unit (a22) further comprises a minimum
size unit for: determining k, a ratio between the viewing
distance and a height of a device on which the image Y is
displayed; and determining the S as a ratio between a prede-
termined number and the k. The number of levels unit (a22)
further comprises a computation unit for: determining a ratio
between a minimum of a height H of the image Y and a width
W of'the image Y, and the S; applying a logarithm function to
the ratio; applying a round function to a result produced by
said logarithm function; and determining the N as a maxi-
mum of 0 and a result of applying said round function. In the
system of the embodiments of the invention, the predeter-
mined number has been chosen to be about 344.

[0035] In the system described above: (a27) the first
decomposition unit (b22) comprises one or more of the fol-
lowing: (a271) a first level 1 decomposition unit applying the
multiresolution decomposition to the image X producing
intermediate subbands at the level 1 for processing at level 2;
and (a27ii) a first level i decomposition unit applying the
multiresolution decomposition to only selected intermediate
subbands produced by the multiresolution decomposition
performed at the level i-1, with i ranging from 2 to N; and
(b27) the second decomposition unit (c22) comprises one or
more of the following: (b271) a second level 1 decomposition
unit applying the multiresolution decomposition to the Image
Y producing intermediate subbands at the level 1 for process-
ing at level 2; and (b27ii) a second level i decomposition unit
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applying the multiresolution decomposition to only selected
intermediate subbands produced by the multiresolution
decomposition performed at the level i-1, withi ranging from
2toN.

[0036] In the system described above: (a28) the first
decomposition unit (b22) comprises a first subband selection
unit determining selected intermediate subbands based on an
accuracy to be achieved in determining the measure of qual-
ity; and (b28) the second decomposition unit (¢c22) comprises
a second subband selection unit determining selected inter-
mediate subbands based on an accuracy to be achieved in
determining the measure of quality.

[0037] In the system described above: (a29) the first sub-
band selection unit (a28) further comprises a first subband
selection sub-unit determining the selected intermediate sub-
bands based on a number of the intermediate subbands
required for achieving the accuracy; and (b29) the second
subband selection unit (b28) further comprises a second sub-
band selection sub-unit determining the selected intermediate
subbands based on a number of the intermediate subbands
required for achieving the accuracy.

[0038] In the system described above: (a30) the first detail
subbands unit (e22) comprises a first aggregation unit aggre-
gating one or more of the selected intermediate subbands of
the image X produced by the multiresolution decomposition
performed at each level j, with j ranging from 1 to N-1; and
(b30) the second detail subbands unit (f22) comprises a sec-
ond aggregation unit, aggregating one or more of the selected
intermediate subbands of the image Y subbands produced by
the multiresolution decomposition performed at each level j,
with j ranging from 1 to N-1.

[0039] Inthe system described above: (a31) the first aggre-
gation unit (a30) comprises a first detail subbands aggrega-
tion unit aggregating one or more of selected detail subbands
of'the image X produced at level N with said one or more of
the selected intermediate subbands produced at said each
level j; and (b31) the second aggregation unit (b30) comprises
a second detail subbands aggregation unit aggregating one or
more of selected detail subbands of the image Y produced at
level N with said one or more of the selected intermediate
subbands produced at said each level j.

[0040] Inthe system described above: (a32) the first aggre-
gation unit (a30) comprises a first level j aggregation unit
determining an edge map at the level j for the image X as a
function of the square of said one or more of the selected
intermediate subbands produced at said each level j; (b32) the
first detail subbands aggregation unit (a31) comprises: (b32i)
afirst level N aggregation unit determining an edge map at the
level N for the image X as a function of the square of said one
or more of the selected detailed subbands of the image X
produced at the level N; and (b32ii) a first edge map unit
determining the edge map of the image X as a weighted sum
of'edge maps at the level j and the edge map at the level N for
the image X; (c32) the second aggregation unit (b30), com-
prises a second level j aggregation unit determining an edge
map at the level j for the image Y as a function of the square
of said one or more of the selected intermediate subbands
produced at said each level j; and (d32) the second detail
subbands aggregation unit (b31) comprises: (d32i) a second
level N aggregation unit determining an edge map at the level
N for the image Y as a function of the square of said one or
more of the selected detailed subbands of the image Y pro-
duced at the level N; and (d32ii) a second edge map unit
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determining the edge map of the image Y as a weighted sum
of'edge maps at the level j and the edge map at the level N for
the image Y.

[0041] In the embodiments of the invention, the approxi-
mation quality measure is an approximation quality map, and
the edge quality measure is an edge quality map, and the
quality measure unit (h22) further comprises: (a33) a contrast
map unit generating a contrast map, including assigning cor-
responding values to the pixels of the approximation subband
and the edge map of the image X and the image Y according
to their respective importance to human visual system; (b33)
a first pooling unit performing weighted pooling of the
approximation quality map using the contrast map to produce
an approximation quality score; (c33) a second pooling unit
performing weighted pooling of the edge quality map using
the contrast map to produce an edge quality score; and (d33)
a score combination unit combining the approximation simi-
larity score produced by the first poling unit (b33) with the
edge similarity score produced by the second poling unit
(c33) to determine the measure of quality.

[0042] In one embodiment of the invention, in the system
described above: (a34) the approximation quality measure
unit (d22) comprises an approximation SSIM map unit apply-
ing a SSIM IQM to the approximation subband of the image
X and the approximation subband of the image Y to produce
an approximation structural similarity (SSIM) map, SSIM ,;
(b34) the edge quality measure unit (g22) comprises an edge
SSIM map unit applying the SSIM IQM between the edge
map of the image X and the edge map of the image Y to
produce an edge SSIM map, SSIM,; and (c34) the quality
measure unit (h22) comprises a SSIM,,;;-score unit process-
ing the SSIM , and the SSIM_; to determine a SSIM,;;score
as the measure of quality.

[0043] Inanother embodiment of the invention, in the sys-
tem described above: (a35) the approximation quality mea-
sure unit (d22) comprises an approximation AD map unit
applying an AD IQM to the approximation subband of the
image X and the approximation subband of the image Y to
produce an approximation AD map, AD,; (b35) the edge
quality measure unit (g22) comprises an edge AD map unit
applying the AD IQM between the edge map of the image X
and the edge map of the image Y to produce an edge AD map,
ADy; and (c35) the quality measure unit (h22) comprises an
ADp, ;- score unit processing the AD , and the AD to deter-
mine an AD ;.- score as the measure of quality.

[0044] In yet another embodiment of the invention, in the
system described above: (a36) the approximation quality
measure unit (d22) comprises a PSNR approximation quality
score unit applying a PSNR IQM to the approximation sub-
band of the image X and the approximation subband of the
image Y to produce a PSNR approximation quality score,
PSNR ,; (b36) the edge quality measure unit (g22) comprises
a PSNR edge quality score determination unit applying the
PSNR IQM between the edge map of the image X and the
edge map of the image Y to produce a PSNR edge quality
score, PSNR ; and (c36) the quality measure unit (h22) com-
prises a PSNR ;- score unit processing the PSNR , and the
PSNR; to determine a PSNR ;- score as the measure of
quality.

[0045] In yet another embodiment of the invention, in the
system described above: (a37) the approximation quality
measure unit (d22) comprises a VIF approximation quality
score unit applying a VIF IQM to the approximation subband
of'the image X and the approximation subband of the image
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Y to produce a VIF approximation quality score, VIF ; (b37)
the edge quality measure unit (g22) comprises a VIF edge
quality score determination unit applying the VIF IQM
between the edge map of the image X and the edge map of the
imageY to produce a VIF edge quality score, VIF ; and (c37)
the quality measure unit (h22) comprises a VIF ;- score unit
processing the VIF, and the VIF to determine a VIF ;.
score as the measure of quality.

[0046] In the system of the embodiments of the invention,
the first decomposition unit (b22) and the second decompo-
sition unit (¢22) comprise computational means for applying
a N level discrete wavelet transform.

[0047] In the system of the embodiments of the invention,
the discrete wavelet transform is a Haar transform. Alterna-
tively, the discrete wavelet transform may be one of a New-
land transform, or wavelet transform using a Daubechies
filter.

[0048] Inthe systems described above, the detail subbands
of the image X include one or more of a horizontal subband
containing horizontal edges, one or more of a vertical sub-
band containing vertical edges and one or more of a diagonal
subband containing diagonal edges of the image X, and
wherein the detail subbands of the image Y include one or
more of a horizontal subband containing horizontal edges,
one or more of a vertical subband containing vertical edges,
and one or more of a diagonal subband containing diagonal
edges of the image Y.

[0049] Inthesystems described above: (a42)the first aggre-
gation unit (a30) further comprises computational means for
choosing the selected intermediate subbands at said each
level j and the selected detail subbands for the image X having
substantially same resolution for aggregating; and (b42) the
second aggregation unit (b30) further comprises computa-
tional means for choosing the selected intermediate subbands
at said each level j and the selected detail subbands for the
image Y having substantially same resolution for aggregat-
ing.

[0050] According to yet another aspect of the invention,
there is provided a computer readable storage medium, hav-
ing computer readable program code instructions stored
thereon, which, when executed by a processor, perform the
following: (a43) determining a number of levels of decom-
position, N, to be applied to the image X and the image Y as
a function of one or more of a resolution of the image Y, a
viewing distance for the imageY, and an image quality metric
(IQM) applied to the image Y; (b43) applying a N level
multiresolution decomposition, comprising levels 1, 2, . . . 1,
i+1, . . . N, to the image X, producing an approximation
subband containing main content of the image X and detail
subbands containing edges of the image X; (c43) applying
said N level multiresolution decomposition, comprising lev-
els1,2,...14,1i+l, ... N, to the image Y, producing an
approximation subband containing main content of the image
Y and detail subbands containing edges of the image Y; (d43)
applying the IQM to the approximation subband of the image
X and the approximation subband of the image Y to produce
an approximation quality measure, characterizing similarity
between the main content of the image X and the main content
of the image Y; (e43) processing the detail subbands of the
image X producing an edge map of the image X, character-
izing the edges of the image X; (f43) processing the detail
subbands of the imageY producing an edge map of the image
Y, characterizing the edges of image Y; (g43) applying the
IQM between the edge map of the image X and the edge map
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of the image Y to produce an edge quality measure, charac-
terizing similarity between the edges of the image X and the
edges of the image Y; and (h43) processing the approximation
quality measure and the edge quality measure to determine
the measure of quality.

[0051] Thus, an improved methods and systems for deter-
mining a quality measure for an image using a variable num-
ber of multi-level decompositions have been provided.

BRIEF DESCRIPTION OF THE DRAWINGS

[0052] Further features and advantages of the invention
will be apparent from the following description of the
embodiment, which is described by way of example only and
with reference to the accompanying drawings, in which:

[0053] FIG.1(a) presents system 100 of the embodiment of
the invention;
[0054] FIG. 1(b)illustrates the number of levels unit 102 of

FIG. 1(a) in more detail;

[0055] FIG. 1(c) illustrates the first decomposition unit 103
of FIG. 1(a) in more detail;

[0056] FIG. 1(d) illustrates the second decomposition unit
104 of FIG. 1(a) in more detail;

[0057] FIG. 1(e) illustrates the first aggregation unit 113 of
FIG. 1(a) in more detail;

[0058] FIG. 1(¥) illustrates the second aggregation unit 114
of FIG. 1(a) in more detail;

[0059] FIG. 1(g) illustrates the approximation quality mea-
sure unit 105, the quality measure unit 108 and the edge
quality measure unit 109 of FIG. 1(a) in more detail for an
alternate embodiment based on the SSIM IQM;

[0060] FIG. 1(4)illustrates the approximation quality mea-
sure unit 105, the quality measure unit 108 and the edge
quality measure unit 109 of FIG. 1(a) in more detail for an
alternate embodiment based on the AD IQM,;

[0061] FIG. 1(i) illustrates the approximation quality mea-
sure unit 105, the quality measure unit 108 and the edge
quality measure unit 109 of FIG. 1(a) in more detail for an
alternate embodiment based on the PSNR 1QM;

[0062] FIG. 1(j) illustrates the approximation quality mea-
sure unit 105, the quality measure unit 108 and the edge
quality measure unit 109 of FIG. 1(a) in more detail for an
alternate embodiment based n the VIF IQM;

[0063] FIG. 1(k) presents system 100a, an alternate
embodiment of the invention;

[0064] FIG.1(/)illustrates the first aggregation unit 113a of
FIG. 1(k) in more detail;

[0065] FIG. 1(m) illustrates the second aggregation unit
114a of FIG. 1(k) in more detail;

[0066] FIG. 1(») illustrates the first selective aggregation
unit 171 of FIG. 1(J) for an alternate embodiment in more
detail,

[0067] FIG. 1(o) illustrates the second selective aggrega-
tion unit 183 of FIG. 1(m) for an alternate embodiment in
more detail;

[0068] FIG.1(p)illustrates the first combination unit 197 of
FIG. 1(») in more detail;

[0069] FIG. 1(g) illustrates the second combination unit
206 of FIG. 1(0) in more detail;

[0070] FIG. 1(#) illustrates the first decomposition unit
103a of FIG. 1(k) in more detail;

[0071] FIG. 1(s) illustrates the second decomposition unit
104a of FIG. 1(k) in more detail;
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[0072] FIG. 2 (a) presents a block diagram providing a high
level description of the method used by the embodiments of
the invention for computing the measure of quality;

[0073] FIG. 2 (b) presents a flowchart showing the steps of
the method used in the general framework of the system 100
for computing a measure of quality.

[0074] FIG. 3(al) presents the subbands of image X for an
example two-level decomposed image;

[0075] FIG. 3(a2) presents the subbands of image X for an
example three-level decomposed image;

[0076]
[0077] FIG. 3(c) presents a contrast map for the image in
FIG. 3(b) computed by using sample values scaled between
[0,255] for easy observation;

[0078] FIG. 3(d) presents a flowchart illustrating the steps
of the method performing a level by level aggregation;
[0079] FIG. 3(e) presents a flowchart illustrating the steps
of the method performing a cross-layer aggregation;

[0080] FIG. 4 presents a flow chart for illustrating steps of
the method used by an alternate embodiment using a SSIM-
based computation of the measure of quality;

[0081] FIG. 5(a) displays LCC and SRCC between the
DMOS and SSIM , prediction values for various decomposi-
tion levels;

[0082] FIG. 5 (b) displays RMSE between the DMOS and
SSIMy,;;+ prediction values for various f§ values;

[0083] FIG. 6(a) presents the block diagram for a prior art
method based on a VIF index;

[0084] FIG. 6 (b) presents a tlow chart for illustrating steps
of'the method used by an alternate embodiment using a VIF-
based computation of the measure of quality;

[0085] FIG. 7(a) presents LCC and SRCC between the
DMOS and VIF , prediction values for various decomposition
levels;

[0086] FIG. 7(b) displays RMSE between the DMOS and
VIF 55 prediction values for various f§ values;

[0087] FIG. 8 presents a flow chart for illustrating steps of
the method used by an alternate embodiment using a PSNR-
based computation of the measure of quality;

[0088] FIG. 9(a) displays LCC and SRCC between the
DMOS and PSNR, quality prediction values for various
decomposition levels;

[0089] FIG. 9(b) displays RMSE between the DMOS and
PSNR ;- prediction values for various f§ values;

[0090] FIG. 9(c) displays the table showing SRCC for
PSNR , values for different types of image distortion in the
Live Image Database;

[0091] FIG. 10 presents a flow chart for illustrating steps of
the method used in an alternate embodiment using an AD-
based computation of the measure of quality;

[0092] FIG. 11 displays LCC and SRCC between the
DMOS and mean AD , prediction values for various decom-
position levels;

[0093] FIG. 12 presents LCC between different metrics and
DMOS values of the LIVE database;

[0094] FIG. 13 shows RMSE between different metrics and
DMOS values of the LIVE database; and

[0095] FIG. 14 shows SRCC between metrics and DMOS
values of the LIVE database.

FIG. 3(b) presents an example original image;
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DESCRIPTION OF THE EMBODIMENTS OF
THE INVENTION

Terminology

[0096] Contrast map: weighting function for automatically
assigning weights to different regions of an image or sub-
image based on their visual importance.

[0097] Differential Mean Opinion Score (DMOS): A
DMOS value indicates the subjective quality loss of the dis-
torted image compared to its reference image.

[0098] Discrete wavelet transform: transform applied to an
image to separate its low frequency components from its high
frequency components.

[0099] Edgemap: characterizes an estimate for the edges of
an image.
[0100] Gaussian sliding window: a set of coefficients with

unit sum and Gaussian probability distribution.

[0101] Linear Correlation Coefficient (LCC): Linear or
Pearson Correlation coefficient is the measure of dependence
between two quantities. It is obtained by dividing the covari-
ance of the two variables by the product of their standard
deviations. In the proposed method LCC indicates prediction
accuracy.

[0102] Multiresolution decomposition: a process (or trans-
form) that is applied on digital images and generates several
sub-images. One sub-image represents the low frequency
main content of original image and other sub-images show
the details of the original image.

[0103] Spearman’s Rank Correlation Coefficient (SRCC):
SRCC is a measure of statistical dependence between two
variables. It shows how well the relationship between the two
variables can be described using a monotonic function. SRCC
of'+1 indicates that each of the variables is a perfect monotone
function of the other.

[0104] Subbands: Various types of subbands are generated
during the N level multiresoultion decomposition of an
image. The description of these subbands and the terminol-
ogy used for representing these for an image X are presented.
Please note that X and the index variable L used in this section
are mere examples and are replaced by other variable names
in the discussion presented in this application.

[0105] The subbands produced at the end of a N level mul-
tiresolution decomposition are called approximation subband
and detail subbands that are presented next.

[0106] Approximation subband: of an image X obtained
after N level of decomposition is denoted by X, (m, n). The
approximation subband contains the main content of the
image.

[0107] Detail subbands: of an image X are obtained after N
level of decomposition and include a horizontal subband, a
vertical subband and a diagonal subband. These are denoted
respectively by: X, (m, n),X;,; (m, n), Xp, (m, n).

[0108] The detail subbands contain the edges of the image.
The horizontal subband contains the horizontal edges, the
vertical subband contains the vertical edges and the diagonal
subbands contain the diagonal edges of the image.

[0109] Intermediate subbands: produced at each level L
(L=1to N-1) of decomposition for the image X include level
L-wavelet packet (WP) subbands and level L-detail sub-
bands. These are described next.

[0110] Level L-WP subbands: include level L-WP approxi-
mation subbands and level L-WP detail subbands.

[0111] Level L-WP approximation subbands: include a
level L-horizontal WP approximation subband, a level L-ver-

Nov. 7,2013

tical WP approximation subband, and a level L-diagonal WP
approximation subband. These are denoted respectively by:

XHLJN—L(m’ n) XVLJN—L(m’n )’XDLJN—L(m ).

[0112] Level L-WP detail subbands: include a level L-WP
horizontal subband, a level L-WP vertical subband and a level
L-WP diagonal subband. These are denoted respectively by:

XHLHN—L(m’n )X Vi VN—L(m’ n) XDLDN—L(m’n )-

[0113] Level L-detail subbands: include a level L-horizon-
tal subband, alevel L-vertical, subband and a level L.-diagonal
subband. These are denoted respectively by:

Xogy(m.1) Xy (m) Xy ().

[0114] The embodiments of the present invention present a
novel general framework for determining a measure of qual-
ity for images more accurately, yet with less computational
complexity, in comparison to the prior art in the discrete
wavelet domain. Various measures of quality each based on a
specific image quality metric (IQM) are determined by the
different embodiments of the invention. The proposed frame-
work covers both top-down and bottom-up approaches as
described in the following sections and can be applied to
IQM s that include Structural Similarity (SSIM) index, abso-
lute difference (AD), peak-signal-to-noise ratio (PSNR) and
Visual Information Fidelity (VIF).

[0115] The systems of the embodiment of the invention are
described next. Two embodiments are presented in FIG. 1(a)
and FIG. 1(k). Each of these embodiments comprises units
that are also described. The systems of the embodiments of
the invention shown in FIG. 1(a) and FIG. 1(k) include a
general purpose or specialized computer having a CPU and a
computer readable storage medium, e.g., memory, DVD, CD-
ROM, floppy disk, flash memory, magnetic tape or other
storage medium, having computer readable instructions
stored thereon for execution by the CPU. Alternatively, the
systems of FIG. 1(a) and FIG. 1(k) can be implemented in
firmware, or combination of firmware and a specialized com-
puter having a computer readable storage medium.

[0116] Theembodiment presented in FIG. 1(a) is presented
first. A general framework provided by the embodiment is
discussed first followed by a discussion on various other
embodiments each of which deploys this framework using a
particular IQM.

[0117] The system 100 determining a measure of quality
for an image comprises a number of levels unit 102, a first
decomposition unit 103, a second decomposition unit 104, an
approximation quality measure unit 105, a first details sub-
band unit 106, a second details subband unit 107, a quality
measure unit 108 and an edge quality measure unit 109. The
number of levels unit 102 determines the number of levels of
decomposition, N, to be applied to the reference image X and
the distorted imageY. The number oflevels of decomposition
N is obtained as a function of a minimum size of the approxi-
mation subband, S, which produces a substantially peak
response for human visual system. The value of N is then read
by the first decomposition unit 103 and the second decompo-
sition unit 104 that apply N level DWT to the image X and the
imageY respectively, thus performing N level decomposition
of'the image X and the image Y. For each image, the N level
decomposition produces intermediate subbands at each level
i(i=1 to N-1) for processing at level i+1 and detail subbands
at level N. The approximation subbands generated after the
multiresolution decomposition performed by the first decom-
position unit 103 and the second decomposition unit 104 are
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fed to the approximation quality measure unit 105. The detail
subbands generated after the multiresolution decomposition
performed by the first decomposition unit 103 and the second
decomposition unit 104 are used as inputs for the first detail
subbands unit 106 and the second details subband unit 107
that produce edge maps for the image X and the image Y
respectively. The outputs of these units are connected to the
edge quality measure unit 109, which processes the edge
maps, and produces an output used by the quality measure
unit 108 that determines the measure of quality.

[0118] The number of levels unit 102 in turn comprises
computational means for determining the number of levels
110. The first decomposition unit 103 and the second decom-
position unit 104 comprise computational means for applying
N level DWT (111 and 112 respectively). The first detail
subbands unit 106 comprises a first aggregation unit 113 and
the second detail subbands unit 107 comprises a second
aggregation unit 114. The quality measure unit 108 comprises
a first pooling unit 115, a second pooling unit 118, a contrast
map unit 116 and a score combination unit 117. The first
pooling unit 115 and the second pooling unit 118 use a con-
trast map produced by the contrast map unit 116 for perform-
ing weighted pooling of the approximation quality map gen-
erated by the approximation quality measure unit 105 and the
edge map generated by the edge quality measure unit 109.
The output of the first pooling unit 115 and the second pooling
unit 118 are used by the score combination unit 117 to pro-
duce the measure of quality.

[0119] The structure of the number of levels unit 102 for
another embodiment of the invention is presented in FIG.
1(4). It comprises a minimum size unit 120 determining, a
ratio between viewing distance and a height of a device on
which the imageY is displayed and a computation unit 121 for
using this ratio and determining the value of N. In an alternate
embodiment, the first decomposition unit 103 comprises (see
FIG. 1(¢)) a first level 1 decomposition unit 124 and a first
level j decomposition unit 125 and a first subband selection
unit 126 determining the selected intermediate subbands
based on accuracy. The first subband selection unit 126 is
used for determining the intermediate subbands to be used by
the first level 1 decomposition unit 124 and the first level j
decomposition unit 125. The first subband selection unit 126
further comprises a first subband selection sub-unit 127 deter-
mining the selected intermediate subbands based on a number
of'the intermediate subbands required for achieving the accu-
racy. As discussed in a later section of this application,
another selection process is used for selecting which of the
subbands produced by the N level multiresolution decompo-
sition are to be used during subband aggregation. The output
of the first level 1 decomposition unit 124 that applies the
multiresolution decomposition to the Image X producing
intermediate subbands at the level 1 for processing at level 2
is fed to the input of the first level j decomposition unit 125
that applies the multiresolution decomposition to only
selected intermediate subbands produced by the multiresolu-
tion decomposition performed at the level j-1, with j ranging
from 2 to N. Similarly the second decomposition unit 104 in
turn comprises (see FIG. 1(d)) asecond level 1 decomposition
unit 130 and a second level j decomposition unit 131 and a
second subband selection unit 132 for determining the
selected intermediate subbands based on accuracy. The sec-
ond subband selection unit 132 is used for determining the
intermediate subbands to be used by the second level 1
decomposition unit 130 and the second level j decomposition
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unit 131. The second subband selection unit 132 further com-
prises a second subband selection sub-unit 133 determining
the selected intermediate subbands based on a number of the
intermediate subbands required for achieving the accuracy.
The output of the second level 1 decomposition unit 130 that
applies the multiresolution decomposition to the Image Y
producing intermediate subbands at the level 1 for processing
atlevel 2 is fed to the input of the second level j decomposition
unit 131, applying the multiresolution decomposition to only
selected intermediate subbands produced by the multiresolu-
tion decomposition performed at the level j-1, with j ranging
from 2 to N.

[0120] The components of the first aggregation unit 113 are
presented in FIG. 1(e). The first aggregation unit 113 com-
prises a first detail subbands aggregation unit 135, a first level
j aggregation unit 136 and computational means for choosing
the selected intermediate subbands at each level j and the
selected detail subbands for the image X having substantially
the same resolution 134. The first level j aggregation unit 136
determines an edge map at the level j for the image X as a
function of the square of selected intermediate subbands pro-
duced at said each level j (j=1 to N-1). Please note that only
some of the intermediate subbands produced at the level j, for
example subbands having substantially the same resolution,
are chosen for aggregation leading to the edge map at the level
j- The output of the first level j aggregation unit 136 is pro-
cessed by the first detail subbands aggregation unit 135 that
aggregates one or more of selected detail subbands of the
image X produced at level N with one or more of the selected
intermediate subbands produced at each level j. The compu-
tational means for choosing the selected intermediate sub-
bands at each level j and the selected detail subbands for the
image X having substantially same resolution 134 are used by
the first detail subbands unit aggregation 135 and the first
level j aggregation unit 136 for selecting the intermediate
subbands at each level j and the detail subbands for the image
X having substantially the same resolution for aggregating.
Please note that j is merely an index variable and can assume
any integer value between 1 and N-1. The first detail sub-
bands aggregation unit 135 in turn comprises a first level N
aggregation unit 137 and a first edge map unit 138. The first
level N aggregation unit 137 determines an edge map at the
level N for the image X as a function of the square of the
selected detailed subbands of the image X produced at the
level N whereas the first edge map unit 138 determines the
edge map of the image X as a weighted sum of the edge maps
at the level j and the edge map at the level N that is received
from the first level N aggregation unit 137.

[0121] The components of the second aggregation unit 114
are presented in FIG. 1(f). The second aggregation unit 114
comprises a second detail subbands aggregation unit 140, a
second level j aggregation unit 141 and computational means
for choosing the selected intermediate subbands at each level
j and the selected detail subbands for the image Y having
substantially same resolution 139. The second level j aggre-
gation unit 141 determines an edge map at each level j (j=1 to
N-1) for the image Y as a function of the square of the
selected intermediate subbands produced at said each level j.
The output of the second level j aggregation unit 141 is
processed by the second detail subbands aggregation unit 140
that aggregates one or more of selected detail subbands of the
image Y produced at level N with one or more of the selected
intermediate subbands produced at each level j. The compu-
tational means for choosing the selected intermediate sub-
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bands at each level j and the selected detail subbands for the
image Y having substantially same resolution 139 are used by
the second detail subbands aggregation unit 140 and the sec-
ond level j aggregation unit 141 for selecting the intermediate
subbands at each level j and the detail subbands for the image
Y having substantially the same resolution for aggregating.
Once again, please note that j is merely an index variable and
can assume any integer value between 1 and N-1.The second
detail subbands aggregation unit 140 in turn comprises a
second level N aggregation unit 142 and a second edge map
unit 143. The second level N aggregation unit 142 that deter-
mines an edge map at the level N for the imageY as a function
of'the square of the selected detailed subbands of the imageY
produced at the level N whereas the second edge map unit 143
determines the edge map of the image Y as a weighted sum of
the edge maps at the level j and the edge map at the level N that
is received from the second level N aggregation unit 142.

[0122] The general framework provided by the system 100
is used in alternate embodiments each of which uses a specific
1QM in determining the measure of quality. The system ofthe
embodiment based on the SSIM IQM is presented in FIG.
1(g). The approximation quality measure unit 105 in this
embodiment comprises an approximation SSIM unit 145, the
quality measure unit 108 comprises a SSIM,,;;- score unit
146 and the edge quality measure unit 109 comprises an edge
SSIM map unit 147. The approximate SSIM map unit 145
applies a SSIM IQM to the approximation subband of the
image X and the approximation subband of the image Y to
produce an approximation SSIM map whereas the edge SSIM
map unit 147 applies the SSIM IQM between the edge map of
the image X and the edge map of the image Y to produce an
edge SSIM map. The outputs of the approximation SSIM map
unit 145 and the edge SSIM map unit 147 are processed by the
SSIM,;;-score unit 146 to determine a SSIM,;-score as the
measure of quality.

[0123] The system of the embodiment based on the AD
IQM is presented in FIG. 1(%). The approximation quality
measure unit 105 in this embodiment comprises an approxi-
mation AD map unit 150, the quality measure unit 108 com-
prises an AD,,,;-score unit 151 and the edge quality measure
unit 109 comprises an edge AD map unit 152. The approxi-
mate AD map unit 150 applies an AD IQM to the approxima-
tion subband of the image X and the approximation subband
of'the imageY to produce an approximation AD map whereas
the edge AD map unit 152 applies the AD IQM between the
edge map of the image X and the edge map of the image Y to
produce an edge AD map. The outputs of the approximation
AD map unit 150 and the edge AD map unit 152 are processed
by the AD,;-score unit 151 to determine an AD,;-score as
the measure of quality.

[0124] The system of the embodiment based on the PSNR
IQM is presented in FIG. 1(7). The approximation quality
measure unit 105 in this embodiment comprises a PSNR
approximation quality score unit 155, the quality measure
unit 108 comprises a PSNR .5, score unit 156 and the edge
quality measure unit 109 comprises a PSNR edge quality
score determination unit 157. The PSNR approximation qual-
ity score unit 155 applies the PSNR IQM to the approxima-
tion subband of the image X and the approximation subband
of the image Y to produce a PSNR approximation quality
score whereas the PSNR edge quality score determination
unit 157 applies the PSNR IQM between the edge map of the
image X and the edge map of the image Y to produce a PSNR
edge quality score. The outputs of the PSNR approximation
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quality score unit 155 and the PSNR edge quality score deter-
mination unit 157 are processed by the PSNR ;- score unit
156 to determine a PSNR ,,;-score as the measure of quality.
[0125] The system of the embodiment based on the VIF
IQM is presented in FIG. 1(j). The approximation quality
measure unit 105 in this embodiment comprises a VIF
approximation quality score unit 160, the quality measure
unit 108 comprises a VIF ;- score unit 161 and the edge
quality measure unit 109 comprises a VIF edge quality score
determination unit 162. The VIF approximation quality score
unit 160 applies the VIF IQM to the approximation subband
of the image X and the approximation subband of the image
Y to produce a VIF approximation quality score whereas the
VIF edge quality score determination unit 162 applies the VIF
IQM between the edge map of the image X and the edge map
of the image Y to produce a VIF edge quality score. The
outputs of the VIF approximation quality score unit 160 and
the VIF edge quality score determination unit 162 are pro-
cessed by the VIF ;- score unit 161 to determine a VIF ;-
score as the measure of quality.

[0126] All the components of the system 100 that include
units and sub-units 100, 102, 103, 104, 105, 106, 107, 108,
109, 113, 114, 115, 116, 117, 118, 120, 121, 124, 125, 126,
127, 130, 131, 132, 133, 135, 136, 137, 138, 140, 141, 142,
143,145,146,147,150,151,152,155,156,157,160,161 and
162 include a firmware or, alternatively, computer readable
instructions stored in a computer readable storage medium
for execution by a processor. All the computational means
including 110, 111, 112, 134 and 139 comprise computer
readable code performing methods, procedures, functions or
subroutines which are stored in a computer readable storage
medium to be executed by a CPU.

[0127] An alternate embodiment for the general framework
presented in FIG. 1(k) is discussed next. System 100qa deter-
mining a measure of quality for images comprises computa-
tional means for determining N 110q, a first decomposition
unit 1034, a second decomposition unit 104a, an approxima-
tion quality measure unit 1054, a first aggregation unit 113a,
a second aggregation unit 114a, a quality measure unit 1084
and an edge quality measure unit 109a. The units 103a, 104a,
105a,108a,1094a, 1154, 1164, 117a and 1184 are the same as
the units 103, 104, 105, 108, 109, 115, 116, 117 and 118 of
system 100 and are not discussed any further. The computa-
tional means 110a, 1114, 1124, 134a and 139a are the same
as the computational means 110, 111, 112, 134 and 139 of
system 100 presented earlier.

[0128] As shown in FIG. 1(J), the first aggregation unit
113a processing image X comprises a first selection unit 170
the output of which is connected to the input of the first
selective aggregation unit 171. The first selection unit 170
selects the intermediate subbands at each level 1, with i rang-
ing from 1 to N-1, and the detail subbands for the image X
based on an accuracy to be achieved in determining the mea-
sure of quality. The first selective aggregation unit 171 aggre-
gates only the selected intermediate subbands and the
selected detail subbands for the image X. The first aggrega-
tion unit 113a further comprises computational means for
choosing the selected intermediate subbands at each level i
and the selected detail subbands for the image X having
substantially same resolution 134a. 134q is similar to 134
discussed earlier and is used for selecting the intermediate
subbands and the detail subbands that have substantially the
same resolution for aggregating. The first selection unit 170
further comprises a first selection sub-unit 172 that selects the
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intermediate subbands at each level i and the detail subbands
for the image X based on a number ofthe intermediate and the
detailed subbands required for achieving the accuracy. In
another alternate embodiment, the first selection unit com-
prises a first wavelet packet (WP) detail selection sub-unit
176 that selects one or more of the level i-WP approximation
subbands and one or more of the detail subbands for the image
X. The first WP detail subbands selection sub-unit 176 in turn
comprises a first detail selection module 179 for including
one or more of the level i-detail subbands for the image X in
the selecting.

[0129] The first level i-intermediate subbands aggregation
unit 173 comprises a first level i computation unit 177 for
squaring each selected intermediate subband for the image X
for each level i (i=1 to N-1); multiplying a result of the
squaring performed with a predetermined weight for said
each selected intermediate subband for the image X; sum-
ming a product resulting from the multiplying performed in
the step; and applying a square root function to a result of the
summing performed producing the edge map at the level i for
the image X. The first detail subbands aggregation unit 174
comprises a first detail subbands computation unit 180 for
squaring each said selected detail subband for the image X;
multiplying a result of the squaring performed in the step with
a predetermined weight for said each selected detail subband
for the image X; summing a product resulting from the mul-
tiplying performed in the step; and applying a square root
function to the result of the summing performed in the step
producing the edge map at the level N for the image X. The
first edge map determination unit 175 comprises a first com-
putation unit 178 for: multiplying the edge map at each level
i for the image X with a predetermined weight for the level i;
multiplying the edge map at the level N for the image X with
apredetermined weight at the level N; and summing products
resulting from the multiplying.

[0130] As shown in FIG. 1() the second aggregation unit
114a processing image Y comprises a second selection unit
182 the output of which is connected to the input of the second
selective aggregation unit 183. The second selection unit 182
selects the intermediate subbands at each level 1, with i rang-
ing from 1 to N-1, and the detail subbands for the image Y
based on an accuracy to be achieved in determining the mea-
sure of quality. The second selective aggregation unit 183
aggregates only the selected intermediate subbands and the
selected detail subbands for the image Y. The second aggre-
gation unit 114¢ further comprises computational means for
choosing the selected intermediate subbands at each level i
and the selected detail subbands for the image Y having
substantially same resolution 1394. 1394 is similar to 139
discussed earlier and is used for selecting the intermediate
subbands and the detail subbands that have substantially the
same resolution for aggregating. The second selection unit
182 further comprises a second selection sub-unit 184 that
selects the intermediate subbands at each level i and the detail
subbands for the image Y based on a number of the interme-
diate and the detailed subbands required for achieving the
accuracy. In yet another alternate embodiment, the second
selection unit 182 comprises a second WP detail selection
sub-unit 188 that selects one or more of the level i-WP
approximation subbands and one or more of the detail sub-
bands for the image Y. The second WP detail subbands selec-
tion sub-unit 188 in turn comprises a second detail selection
module 191 for including one or more of the level i-detail
subbands for the image Y in the selecting.
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[0131] The second level i-intermediate subbands aggrega-
tion unit 185 comprises a second level i computation unit 189
for squaring each selected intermediate subband for the
image Y for said each level i; multiplying a result of the
squaring performed in the step with a predetermined weight
for said each selected intermediate subband for the image Y;
summing a product resulting from the multiplying per-
formed; and applying a square root function to a result of the
summing performed producing the edge map at the level i for
the image Y. The second detail subbands aggregation unit 186
comprises a second detail subbands computation unit 192 for
squaring each said selected detail subband for the image Y;
multiplying a result of the squaring performed with a prede-
termined weight for said each selected detail subband for the
image Y; summing a product resulting from the multiplying
performed; and applying a square root function to a result of
the summing performed producing the edge map at the level
N for the image Y. The second edge map determination unit
187 comprises a second computation unit 190 for: multiply-
ing the edge map at each level i for the image Y with a
predetermined weight for the level i; multiplying the edge
map at the level N for the image Y with a predetermined
weight at the level N; and summing products resulting from
the multiplying.

[0132] The structure of the first selective aggregation unit
171 is presented in FIG. 1(). The first selective aggregation
unit comprises a first horizontal edge map unit 194, a first
vertical edge map unit 195, and a first diagonal edge map unit
196 and a first combination unit 197. The intermediate sub-
bands produced at the level i of decomposition include wave-
let packet (WP) approximation and wavelet packet detail
subbands. Each of these units, 194, 195 and 196 processes a
particular type of WP approximation subband and WP detail
subband. These subbands are discussed in more detail in a
later part of this document. The first horizontal edge map unit
194 aggregates the level i-horizontal WP approximation sub-
bands for the image X at each level i (i=1 to N-1) and the
horizontal subband for the image X producing a horizontal
edge map for the image X. The first vertical edge map unit 195
aggregates the level i-vertical WP approximation subbands
for the image X at each level i and the vertical subband for the
image X producing a vertical edge map for the image X. The
first diagonal edge map unit 196 aggregates the level i-diago-
nal WP approximation subbands for the image X at each level
i and the diagonal subband for the image X producing a
diagonal edge map for the image X. The horizontal, vertical
and the diagonal edge maps of the image X are aggregated by
the first combination unit 197.

[0133] The level i-WP detail subbands for the image X
further comprise for each respective image, a level i-WP
horizontal subband, a level i-WP vertical subband and a level
i-WP diagonal subband. The first horizontal edge map unit
194 comprises a first horizontal sub-unit 198 that includes the
level i-WP horizontal subband for the image X in the aggre-
gating. The first vertical edge map unit 195 comprises a first
vertical sub-unit 199 that includes the level i-WP vertical
subband for the image X in the aggregating. The first diagonal
edge map unit 196 comprises a first diagonal sub-unit 200 that
includes the level i-WP diagonal subband for the image X in
the aggregating. The first combination unit 197 in turn com-
prises a first combination sub-unit 201 applying a square root
function to the horizontal edge map, the vertical edge map
and the diagonal edge map for the image X and summing
results of applying the square root function.
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[0134] The structure of the second selective aggregation
unit 183 is presented in FIG. 1(0). The second selective aggre-
gation unit comprises a second horizontal edge map unit 203,
a second vertical edge map unit 204, a second diagonal edge
map unit 205 and a second combination unit 206. The second
horizontal edge map unit 203 aggregates the level i-horizontal
WP approximation subbands for the image Y at each level i
(i=1 to N-1) and the horizontal subband for the image Y
producing a horizontal edge map for the image Y. The second
vertical edge map unit 204 aggregates the level i-vertical WP
approximation subbands for the image Y at each level 1 and
the vertical subband for the image Y producing a vertical edge
map for the image Y. The second diagonal edge map unit 205
aggregates the level i-diagonal WP approximation subbands
forthe imageY ateach level i and the diagonal subband for the
image Y producing a diagonal edge map for the image Y. The
horizontal, vertical and the diagonal edge maps of the image
Y are aggregated by the second combination unit 206.
[0135] As in the case of image X, the level i-WP detail
subbands for the image Y further comprise for each respective
image, a level i-WP horizontal subband, a level i-WP vertical
subband and a level i-WP diagonal subband. The second
horizontal edge map unit 203 comprises a second horizontal
sub-unit 207 that includes the level i-WP horizontal subband
for the image Y in the aggregating. The second vertical edge
map unit 204 comprises a second vertical sub-unit 208 that
includes the level i-WP vertical subband for theimageY in the
aggregating. The second diagonal edge map, unit 205 com-
prises a second diagonal sub-unit 209 that includes the level
i-WP diagonal subband for the image Y in the aggregating.
The second combination unit 206 in turn comprises a second
combination sub-unit 210 applying a square root function to
the horizontal edge map, the vertical edge map and the diago-
nal edge map for the image Y and summing results of apply-
ing the square root function.

[0136] In an alternate embodiment a different set of math-
ematical operations is performed during the aggregation per-
formed by the first combination unit 197 and the second
combination unit. This embodiment first combination unit
comprises a third combination sub-unit 211 (see FIG. 1(p))
and the second combination unit 206 comprises a fourth
combination sub-unit 212 (see FIG. 1(g)). The third combi-
nation sub-unit 211 is used for summing the horizontal edge
map, the vertical edge map and the diagonal edge map for the
image X and applying a square root function to result of the
summing performed. The fourth combination sub-unit 212 is
used for summing the horizontal edge map, the vertical edge
map and the diagonal edge map for the image Y and applying
a square root function to result of the summing performed.
[0137] The first decomposition unit 103a shown in FIG.
1(r) comprises a first level 1 decomposition unit 214 the
output of which is used by a first level i decomposition unit
215. The first level 1 decomposition unit 214 applies the
multiresolution decomposition to the image X producing
intermediate subbands at the level 1 for processing at level 2
whereas the first level i decomposition unit 215 applies the
multiresolution decomposition to the selected intermediate
subbands produced by the multiresolution decomposition
performed at the level i-1, with i ranging from 2 to N.
[0138] The second decomposition unit 104a shown in FIG.
1(s) comprises a second level 1 decomposition unit 216 the
output of which is used by a second level i decomposition unit
217. The second level 1 decomposition unit 216 applies the
multiresolution decomposition to the image Y producing
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intermediate subbands at the level 1 for processing at level 2
whereas the second level i decomposition unit 217 applies the
multiresolution decomposition to the selected intermediate
subbands produced by the multiresolution decomposition
performed at the level i-1, with i ranging from 2 to N.
[0139] As in the case of the general framework for the
system 100, the general framework of the system 1004 can be
used in conjunction with various IQMs each of which leads to
a specific embodiment.

[0140] All the components of the system 100q that include
units and sub-units and modules labeled with reference
numerals 103a, 104a, 105a, 1084, 1094, 113a, 1144, 115a,
116a, 117a, 1184, 170, 171, 172, 173, 174, 175, 176, 177,
178, 179, 180, 182, 183, 184, 185, 186, 187, 188, 189, 190,
191, 192, 194, 195, 196, 197, 198, 199, 200, 201, 203, 204,
205,206,207,208,209,210,211, 212,214, 215,216 and 217
include a firmware or, alternatively, computer readable
instructions stored in a computer readable storage medium
for execution by a processor. All the computational means
labeled with reference numerals 110a, 111a, 1124, 134a and
139a comprise computer readable storage medium having
computer readable code for execution by a CPU, performing
methods, procedures, functions or subroutines as described in
this application.

[0141] Ahigh level description ofthe technique used by the
framework to determine the measure of quality is captured in
diagram 220 displayed in FIG. 2(a). The procedure starts with
performing a N level DWT on the reference image (box 222)
and the distorted image (box 224). The multiresolution
decomposition achieved through the application of the DWT
produces approximation subbands and detail subbands for
both the images. The approximation subbands of both the
images are processed to compute an approximation quality
measure (box 232). Please note that depending on the IQM
used this quality measure can be a quality map or a quality
score. The detail subbands of both the original and the dis-
torted image are aggregated (box 226 and box 230). These
aggregates are then processed to compute an edge quality
measure, map or score (box 234). The map or index deter-
mined depends on the IQM used in the generation of the
measure of quality and is discussed in detail in a later section.
For certain IQMs (described in a later section) a contrast map
needs to be generated (box 228). Generating a contrast map,
includes assigning corresponding values to the pixels of the
approximation subband and the edge map of the image
according to their respective importance to human visual
system. The contrast map is used in pooling of the approxi-
mation quality map (box 236) and the pooling of the edge
quality map (box 238). The results of the two pooling opera-
tions are then combined to produce the measure of quality for
the distorted image (box 240). With IQMs, for which the
contrast map is not used, the approximation quality measure,
and the edge quality measure, from box 232 and box 234
respectively, are combined by box 240 to produce the mea-
sure of quality.

[0142] Two selection processes are used in the invention.
The first is used at level i of decomposition (i=1.N-1) for
selecting the intermediate subbands produced by the multi-
resolution decomposition performed at the level i-1 of the
image X or Y on which the multiresolution decomposition
will be applied at the level i. The second is for selecting the
intermediate subbands at each level i, and the detail subbands
for the image X orY that are to be aggregated. The selections
are performed in a way that strikes an effective tradeoff
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between accuracy and computational overhead. The selection
processes can be based on a number of the subbands required
for achieving the accuracy. The method of the embodiment
based on the technique deployed in the framework is
explained with the help of FIG. 2(6). Upon start (box 252), the
procedure 250 computes N, the number oflevels for the DWT
(box 254). N can be computed by using one or more of a
resolution (or size) of the image Y, a viewing distance for the
image Y, and an image quality metric (IQM) applied to the
image Y. The procedure 250 determines this number of levels
of decomposition N as a function of a minimum size of the
approximation subband, S, which produces a substantially
peak response for human visual system. Thus, the value of N
is determined in such a way that it leads to a resolution for the
approximation subband at which the corresponding maxi-
mum frequency is close to the peak sensitivity of the human
visual system (i.e. the maximum value of the spatial fre-
quency response of the human visual system).

[0143] As discussed by Y. Wang, J. Ostermann and Y.-Q.
Zhang in “Video Processing Communications”, Prentice
Hall, 2001, the spatial frequency response is typically a curve
of the human contrast sensitivity as a function of the spatial
frequency represented in cycles per degree (CPD). This peak
is between 2 and 4. The values of N used are tailored to the
specific IQM used as discussed in later sections of this appli-
cation. For certain IQMs N is a fixed value, but for error-based
IQMs, such as PSNR or absolute difference (AD), the
required number of decomposition levels, N, is formulated as
follows. As described by M. R. Bolin, and G. W. Meyer, “A
visual difference metric for realistic image synthesis”, in
Proc. SPIE Human Vision, Electron. Imag., vol. 3644, San
Jose, 1999, pp. 106-120, when an image is viewed at the
distance d of a display of height h, we have:

(1)

T

d
fo= 30 %fx (cycles/degree)

[0144] Where f, is the angular frequency which has a unit
of cycle/degree (cpd), and {; denotes the spatial frequency.
For an image of height H, the Nyquist theorem results in eq.
15).

A 4 4 (1b)
(fdnax = 5 (cyeles/pictureheight

[0145] It is known that the HVS has a peak response for
frequencies at about 2-4 cpd. So fy is fixed at 3. If the image
is assessed at viewing distance of d=kh, using eq. (1a) and eq.
(1b) yields eq. (1c).

_360f _ 360x3 344 (le)

T/

314xk &

[0146] So, the effective size of an image for human eye
assessment should be around (344/k).This implies that the
minimum size of approximation subband after N-level
decomposition should be approximately equal to (344/k).
Thus, for an image of size HxW, N is approximately calcu-
lated as follows (considering that N must be non negative):
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min(H, W) 344 min(H, W) (1d)

w7 =N ‘m“nd(log’z( G476 ]]

min(H, W)
Nz0=>N= max[O, round[logz[T

(%)

[0147] After determining N, a N level DWT using the Haar
filter, for example, is performed on both the reference (image
X) and distorted (image Y) images (box 256). With N level
decomposition, the approximation subbands X, , andY , as
well as a number of detail subbands, are obtained. For sim-
plicity wereferto X, andY , asX, andY , respectively. Note
that the method of the embodiments of the invention can
readily use various other various wavelet filters. The Haar
filter was chosen for its simplicity and good performance. Its
simplicity imposes negligible computational burden on the
algorithm. Based on simulations performed by the applicants,
the Haar wavelet also provides more accurate measures of
quality in comparison to other wavelet bases. The reason is
that symmetric Haar filters have a generalized linear phase, so
the perceptual image structures can be preserved. Also, Haar
filters avoid over-filtering the image due to their short filter
length.

[0148] In the next step, the procedure 250 computes the
approximation quality measure, IQM_, by applying an IQM
between the approximation subbands of image X, X , and the
approximation subband of image Y, Y ,, (box 258). The edge
maps for image X and image Y are generated next (box 260).
Please note that the edge maps only reflect the edge structures
of'images. An estimate of the image edges is formed for each
image using an aggregate of the detail subbands. Various
methods of performing aggregation of the detail subbands are
used in multiple embodiments of the invention. One such
method that performs a level by level aggregation is presented
next. Alternate methods of subband aggregation such as
cross-layer aggregation the edge maps of image X and image
Y are deployed in alternate embodiments of this invention and
are discussed in a later section of this invention.

[0149] With a level by level aggregation, aggregation is
performed at each level i (i=1 to N). When a N level DWT is
applied to the images, the edge map (edge estimate of the
image) of image X is defined as:

(le)

N
Xgm,m)= Y Xgim, n

I=1

where X is the edge map of X, and X, ; is the edge map at the
decomposition level L, as defined in eq. (2). In eq. (2), X,
Xy and Xp, denote the horizontal, vertical, and diagonal
detail subbands obtained at the decomposition level L. for
image X. An approximation subband contains main content
of an image while the detail subbands contain edges of the
image X. XHL ygs vy, and Xp o, are wavelet packet
approximation subbands, obtained by applylng an (N-L)-
level DWT on X, X;,, and Xj, respectively. These are
included in the intermediate subbands and are referred to as
level L-WP approximation subbands. The parameters i, A,
and 1 are weights associated with the various subbands used
in eq. (2). As the HVS is more sensitive to the horizontal and
vertical subbands and less sensitive to the diagonal one,
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greater weight is given to the horizontal and vertical subbands
and a smaller weight to the diagonal subband. p=A=4.5y is
used in the embodiment of this invention. This results in
n=A=0.45 and 1=0.10 that satisfy eq. (3). The embodiments
of the invention are flexible to accommodate various other
values of these weights.

Xg,L(m, n) = (@]
X (X (m, )P +
s if L=N
MXy, (m, m)? +y(Xp, (m, m)*
UX(Xpy ay_y (m, )2 +
P ifL<N
MXvp,ay_p m )P +¢(Xpyay_p (m, n)?

pHA+y =1 ©)
[0150] The edge map of Y is defined in a similar way as X.

As an example, table 300 in FIG. 3(al) displays the subbands
of image X for N=2. Only selected subbands are used in
generating the edge map. The subbands involved in comput-
ing the edge map are enclosed in double boxes in this figure.
As discussed earlier, the edge map is intended to be an esti-
mate of image edges. Thus, rather than considering all of
them, the most informative subbands are used in forming the
edge maps and computational overhead is reduced. Accord-
ing to simulations performed by the applicants, using all
image subbands in computing the edge maps does not have a
significant impact on increasing the accuracy of the measure
of quality. As another example, table 302 in FIG. 3(a2) dis-
plays the subbands of image X for N=3. Only selected sub-
bands are used in generating the edge map. The subbands
involved in computing the edge map are enclosed in solid
double boxes in this figure. When extended to N equal to or
greater than 2 the technique used for selecting the subbands
shown in FIG. 3(al) and FIG. 3(a2) will lead to the selection
of only 3N subbands. If all the generated subbands are used
the generation of the edge map one would have to use 4™-1
subbands. When N is greater than or equal to 2, 4”-1 is much
greater than 3N. Thus, the technique used by the embodi-
ments of the invention lead to a great reduction in computa-
tional complexity.

[0151] After generating the edge maps for the image X and
the image Y, the IQM is applied between the edge maps X
and Y (box 262). The resulting quality measure is called the
edge quality measure, IQMj. The term map or score to be
used depending on the specific IQM used, as discussed in the
following sections of this application. The procedure 250
then checks whether or not a contrast map needs to be gen-
erated (box 264). If so, the procedure exits ‘YES’ from box
264, and generates the contrast map (box 266). Such a con-
trast map is required in case of a number of IQMs. Certain
1QMs including Absolute Difference (AD) and Structural
Similarity Matrix (SSIM) generate intermediary quality maps
that should be pooled to reach respective quality scores. In
this step, the procedure 250 forms a contrast map for pooling
the approximation and the edge quality maps. It is well known
that the HVS is more sensitive to areas near the edges and is
discussed by Z. Wang, and A. C. Bovik, in “Modern Image
Quality Assessment”, USA: Morgan & Claypool, 2006.
Therefore, the pixels in the quality map near the edges are
given more importance. In addition, as discussed by Z. Wang,
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and X. Shang, in “Spatial Pooling Strategies for Perceptual
Image Quality Assessment”, Proc. IEEE Int. Conf. Image
Process., Atlanta, October 2006, pp. 2945-2948, high-energy
(or high-variance) image regions are likely to contain more
information to attract the HVS. Thus, the pixels of the quality
map within high-energy regions must also receive higher
weights (more importance). Based on these facts, the edge
mayp is combined with the computed variance to form a func-
tion called the contrast map. The contrast map is computed
within a local Gaussian square window, which moves (pixel-
by-pixel) over the entire edge maps X and Y .. As discussed
by 7. Wang, A. Bovik, H. Sheikh, and E. Simoncelli, in
“Image quality assessment: From error visibility to structural
similarity”, IEEE Transactions on Image Processing, vol. 13,
no. 4, pp. 600-612, April 2004, a Gaussian sliding window
w={w,lk=1, 2, K, K} with a standard deviation of 1.5
samples, normalized to unit sum is used. The number of
coefficients K is setto 16, that is, a window of size 4x4 is used.
This window size is not too large and can provide accurate
local statistics. The contrast map is defined as follows:

0.15 4
Contrast(xg, Xa,) = (MfE xAN) @
i © , ®)
U'XAN = Wk(xAN,k _MXAN)
=1
©)

K
Mxg = Z WiXE k>
k=1

1=

HXqpy = Wi XAy &

~

where xz and x, denote image patches of Xzand X, within
the sliding window. Please note that the contrast map exploits
the original image statistics to form the weighted function for
quality map pooling. Picture 330 displayed in FIG. 3(c) dem-
onstrates a resized contrast map, obtained by eq. (4), for a
typical image shown in picture 320 presented in FIG. 3(5). As
can be seen from FIG. 3(b) and FIG. 3(c), the contrast map
clearly shows the edges and important image structures to the
HVS. Brighter (higher) sample values in the contrast map
indicate image structures which are more important to the
HVS and play an important role in judging image quality.

[0152] Inthe next step, the procedure uses the contrast map
defined in (4) to perform weighted pooling of the approxima-
tion quality map IQM ,, and the edge quality map IQM (box
268):

o @)
Z Contrast(xXg, j, Xay, ;) X IOM 4 (Xay.j» Yay.j)
=1
Sa= -
>, Contrast(xg,;, XAN,j)
=
o (8)
Z Contrast(xg, j, xay,;) X IOMg(XE,j, V5, ;)
=1
Sp=1

=

Contrast(xg, j, Xay, ;)

.
I
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where X ;and X Ay in the contrast map denote image patches
in the j-th local window; x, .y ayp X6 and y, ; terms in the
quality map are image patcfles (or pixels) in the j-th local
window position; M is the number of pixels in the quality
maps; S, and S represent the approximation and edge qual-
ity scores respectively achieved after the weighted pooling
operation.

[0153] The measure of quality for the image Y is deter-
mined next (box 270). In this step, the approximation and
edge quality scores are combined linearly, as defined in eq.
(9), to obtain the overall quality score IQM ;- between
images X and Y.

IOMpyr(X, Y) = BX S, + (1 - B)yxSg )

0<p=l

where IQM, ;- gives the measure of quality for the image Y
with respect to image X, and [ is a constant. As the approxi-
mation subband contains main image contents, [ should be
close to 1 to give the approximation quality score (S,) a
higher importance. After generating the measure of quality
the procedure 250 exits (box 272). If a particular embodiment
of the invention uses an IQM that does not require a contrast
mayp, the procedure 250 exits ‘No’ from box 264, skips boxes
266 and 268, combines the approximation quality measure
and the edge quality measure to determine the measure of
quality (box 270) and exits (box 272).

[0154] As mentioned earlier the alternate embodiments of
the invention use other methods of performing aggregation
and are discussed next.

Alternate Embodiments Deploying Alternate Methods of
Generating Edge Maps

[0155] The methods used in performing aggregation of the
detail subbands of the reference image X and the distorted
imageY that are used in the generation of the edge maps for
the image X and the image Y are explained with the help, of
FIG. 3(d) and FIG. 3(e). Before explaining the steps of the
method performing the aggregation a discussion of the under-
lying concepts is presented.

[0156] An estimate of the image edges is formed for each
image X and Y using an aggregate of the detail subbands. If
the N-level DWT is applied to the images, the edge map of
image X is defined as in eq. (6).

N (6a)
Xem,n) =" @ Xgiomn)
I=1

[0157] With normally w,<=w,,, forall L

where X, is the edge map of X, and X, is the edge map at
level L for image X, computed as defined in eq. (2). The
weights o, are used to associate various degrees of impor-
tance to the multiresolution decomposition performed at the
different levels 1 to N. A set of predetermined weights are
used for any level i (i=1 to N). Note that the value of L used in
the equation is equal to i indicating the level.

[0158] There are other ways of aggregating the intermedi-
ate subbands produced at the levels 1 to N-1 and the detail
subbands produced at the level N of the multiresolution
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decomposition. The aggregation may be performed level by
level, or alternatively, a cross-level aggregation may be also
performed. However, only subbands ofthe substantially same
resolution are to be combined during the aggregation process.
The level by level aggregation that was described earlier is
generalized and presented for contrasting with the cross-layer
aggregation. With the layer by layer method, aggregation of
selected intermediate subbands is performed at each level i
(i=1 to N-1) producing an edge map at level i whereas aggre-
gation of selected detail subbands is performed at level N
producing an edge map at the level N. Thus, eq. (2) can be
generalized as:

Xg,L(m, n) = (2a)

if L=N

X (X (m, ) +
A (Xy, (m, m)? + 4y (Xp, (m, W)

X Xy ay  (mm)? +
\/ pONL L ifL<N

ALKy g Om, m)? 400 (Xpy 4y, (m, m)?

where it is possible that some 1, A, or1; are set to zero for
various values of L.

[0159] By setting some of these weights, y;, A; and ), to
zero some of the intermediate and some of the detail subbands
of image X are eliminated from the aggregation process.
Thus, only selected subbands that correspond to non-zero
weights are chosen for aggregation. More the number of
selected subbands potentially more accurate are the results of
the decomposition. However this additional accuracy comes
at the cost of increasing the computational overhead. The
method of the embodiments of this invention strikes an effec-
tive tradeoff between accuracy and computational complex-
ity and determines the selected intermediate subbands based
on an accuracy to be achieved in determining the measure of
quality. The number of the intermediate subbands used deter-
mines the computational overhead and can be chosen for
achieving a given accuracy. A similar process is used in aggre-
gating the detail subbands of image Y.

[0160] The steps of the method performing a level by level
aggregation of the intermediate and the detail subbands that
was described in the previous paragraph are explained with
the help of FIG. 3(d). The method comprises aggregating one
or more of selected detail subbands of the image X produced
at level N producing an edge map at level N for the image X
and aggregating one or more of the selected intermediate
subbands produced at said each level i (i=1 to N-1) producing
an edge map at level i for the image X. The aggregation
process terminates after aggregating the edge maps at all the
levels i with edge map at the level N. The edge map at the level
i and the edge map at level N can be determined by applying
eq. 2(a ) whereas the edge map of the image X can be deter-
mined as a weighted sum of the edge maps at the level j and
the edge map at the level N for the image X by using eq. 6(a
). A similar process is followed for aggregating the interme-
diate subbands and the detail subbands of the image Y. Upon
start (box 352), procedure 350 sets the value of L to 1 (box
354). A number of steps are then performed iteratively for
level 1 to N. The value of L. displays the current level of
decomposition in this iterative process. A set of predeter-
mined weights w;, 1, A;, {;, are obtained (box 356). The
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edge map for the image X at level L and for image Y at level
L are then generated (box 358 and box 360). The value of L is
incremented by 1 (box 362) and the procedure 350 checks
whether or not L is less than or equal to N (box 364). If so, the
procedure 350 exits “Yes’ from box 364 and loops back to the
input of box 356 to perform the processing for the next level.
Otherwise, the procedure 350 exits ‘No’ from box 364 and
aggregates the edge maps for image X for the N levels (box
366) and for the image Y for the N levels (box 368). After the
aggregation is performed the procedure 350 exits (box 369).

[0161] Embodiments of the invention performing cross-
layer aggregation are presented next. In contrast to the level
by level method, the cross-layer method performs aggrega-
tion across multiple levels. Using this approach, generating a
horizontal edge map, a vertical edge map and a diagonal edge
map of image X and imageY is performed as an intermediate
step in the three following embodiments described in the next
paragraph. Generation of such edge maps for image X is
discussed next. A similar set of equations describe the gen-
eration of such edge maps for image Y. The intermediate
subbands produced at each level 1 (i=1 to N-1) for the image
X include level i-detail subbands, and level i-wavelet packet
(WP) subbands. The level-i detail subbands include level
i-horizontal, level i-vertical, and level i-diagonal subbands.
The level i-wavelet packet subbands in turn include level
i-wavelet packet approximation subbands and level i-wavelet
packet detail subbands. The level i-wavelet packet approxi-
mation subbands comprise a level i-horizontal WP approxi-
mation subband, a level i-vertical WP approximation subband
and a level i-diagonal WP approximation subband.

[0162] Thecrosslayer aggregation involving the detail sub-
bands and the wavelet packet approximation subbands is
captured in the following set of equations (10). Note that the
summations in these equations are performed from L=1 to
N-1. Each value of L corresponds to a particular level i in the
N level decomposition process. The terms corresponding to
L~=1 in eq. 10 corresponds to the first level (i=1) of decom-
position, for L=2 to the second level of decomposition (i=2)
and so on. Thus, the term level L will be used in place of level
i in the following discussion. Let:

N-1 (10a)
Xu(m,m) = > Xy 0, ) + iy (X (m, )

L=1

N-1 (10b)
Xylm, m)= 3" AL(Xyyay_ (m mP + Ay (Xy, (m, )

=1

N-1 (10c)

Xplm,m) = > wi(Xopay_, om m) +yn(Xpy (m, n))?
I=1

[0163] Then we can aggregate them also as one of the three
following options:

Xe(m,n)=Xg(m,n) /Xy (m,n)+/Xp(m,n) Option 1
Kg(m,n)=/Xg(m, )/ X, (m,m) R Xp(m,n) Option 2
Xg(m,n)y=Xg(m,n)+ X {mn)+Xp(m,n) Option 3

[0164] Normally, u=h,, . Aysh, 1, W=y,

[0165] Note also that it is possible to set w,=0, A,~0, },,=0
for none, one or several values of'k, 1, m respectively.
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[0166] X, X,, and X, on the left hand sides of equation
10a, 106 and 10c¢ are the horizontal, vertical and diagonal
edge maps for the image X respectively. The terms on the
right hand side of each of these equations include the level
L-WP packet approximation subbands and the detail sub-
bands for the image X. The first term on the right hand side of
equation 10a is a weighted sum of the squares of all the level
L-horizontal WP approximation subbands for the image X,
with L ranging from 1 to N-1. The second term is a weighted
square of the horizontal subband for the image X obtained
after the last level of decomposition. The first term on the right
hand side of equation 105 is a weighted sum of the squares of
all the level L-vertical WP approximation subbands for the
image X, with L ranging from 1 to N-1. The second term is a
weighted square of the vertical subband for the image X
obtained after the last level of decomposition. The first term
ontheright hand side of equation 10c¢ is a weighted sum ofthe
squares of all the level L-diagonal WP approximation sub-
bands for the image X, with L ranging from 1 to N-1. The
second term is a weighted sum of the squares of the diagonal
subband for the image X obtained after the last level of
decomposition. The subbands involved in computing the
various edge maps are enclosed in solid double boxes in table
300 and table 302 of FIG. 3(al) and FIG. 3(a2). The prede-
termined weights {;, 1;, A; are used to associate varying
degrees of importance with each of the subbands.

[0167] After obtaining the horizontal, vertical and diagonal
edge maps, there are three options (Option 1-Option 3) for
aggregating (combining) these edge maps. Three different
embodiments of the invention are provided, with each using a
particular option.

[0168] The steps of the method used to perform the aggre-
gation based on eq. 10 and Option 1-Option 3 are explained
with the help of flowchart 370 presented in FIG. 3(e). Upon
start (box 372), the procedure 370 gets the weights {, 1, A,
associated with each level L=1 to N (box 374). The horizontal
edge map for image X, X,,is generated next (box 376). This
is followed by the generation of the vertical edge map for the
image X, X, (box 378) and of the diagonal edge map for the
image X, X, (box 380). Eq 10(a ), eq. 10(b) and eq. 10(c) are
used for the generation of each of these edge maps. The
aggregation of the three edge maps for the image X is then
performed (box 382) and the edge map for the image X, X,
is produced. This is followed by the generation of the hori-
zontal edge map for the image Y, Y, (box 384), the vertical
edge map for the image Y, Y ;- (box 386) and the diagonal edge
map for the image Y, YD (box 388). The procedure 370 then
aggregates the three edge maps for the image Y (box 390)
producing the edge map for the image Y, Y, and exits (box
392). Note that each of the three embodiments perform the
aggregation in box 390 in a different way by using one of the
three options, Option 1-Option 3.

[0169] As shown in the eq. 10 only the wavelet packet
approximation subbands are chosen from the intermediate
subbands to perform the aggregation. Although using only the
wavelet packet approximation subbands contribute to reduc-
ing computational complexity, one does not need to limit the
aggregation process to include only the wavelet packet
approximation subbands X, , , Xy, , . and X, , . The
wavelet packet detail subbands, comprising level i-WP hori-
zontal, a level i-WP vertical and level i-WP diagonal sub-
bands can be included in the aggregation process as well.
Additional embodiments of the invention including such
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wavelet packet detail subbands are used if one needs to
include more details in the horizontal, vertical and diagonal
directions.

[0170] For these embodiments the aggregation process
takes the following form captured in eq. 11. Let:

N-1 (11a)
Xpom,m) = Xy ay_ (m m)? +
L=1

N-1
By Ky Omy 0 43" 1y (X iy (o))
L=1

N-1 (11b)
Xpmn)= 3" A(Xy,ay_p (o m)? +
L=1

N-1

AKXy Om, )+ Y (X vy (mm)?
I=1

N-1 (11c)
Xpm,m)= 3" yr(Xpy ay_ (m, m)* +
=1

N-1
Y (Xpy Om, ) + 3" 4 (Xp, py_ ()
I=1

[0171] Then we can aggregate them also as one of the three
following options:
XE(m:”)’ﬂ/X’H(m:”)"’\/X’V(mx”)"’\/Xb (m,n) Option la
Xz (m,ny=Xg(m n)+X(m n)+X5(m,n) Option 2a
Xp(mn)=X"e(mn)+X" ) (m,n)+X p(m,n) Option 3a

[0172] Nommally, u,<p;,,, A<k, Y=<W, ,,, WosA
A=Ky s W=y
[0173] Note also that it is possible to set i, =0, A,=0, ), =0,
w'.=0, \',=0,)',,~0 for none, one or several values ofk, I, m,
k', I', m' respectively.

[0174] A method similar to the one described in FIG. 3(e) is
used. The difference is that eq. 11a, eq, 11b and eq. 11c are
used in the computation of the horizontal, vertical and diago-
nal edge maps of the image X and the image Y. Contributions
of the level L-WP horizontal subbands for the image X, with
L ranging from 1 to N-1 are captured by the last term on the
right hand side of eq. 11a. Similarly, the last term on the right
hand side of eq. 11b captures the contributions of the level
L-WP vertical subbands and the last term on the right hand
side of eq. 11c captures the contributions of the level L-WP
diagonal subbands of the image X. The level L-WP horizon-
tal, vertical and diagonal subbands, with L. ranging from 1 to
N-1, used in computing the various edge maps are enclosed
in boxes with dotted lines in table 300 and table 302 of FIG.
3(al) and FIG. 3(a2). Once again, a different embodiment is
available for performing the aggregation of the horizontal,
vertical and diagonal edge maps by using one of the three
options, Option 1a-Option 3a.

[0175] Asmentioned earlier, various IQMs are used in con-

junction with the framework described earlier lead to multiple
embodiments, one for each IQM. These IQMs include SSIM,
VIF, PSNR and AD. Each of these embodiments is discussed
next.
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Embodiment Based on the SSIM IQM

[0176] This embodiment uses the SSIM IQM. The steps of
the SSIM-based method for this embodiment of the invention
are described with the help of FIG. 4. Upon start (box 402),
the procedure 400 sets N, the number of levels for the DWT to
1 (box 404). Since the image approximation subband plays
the major role in the embodiments of the invention, N is to be
chosen in such a way that it maximizes the accuracy of the
approximation quality score SSIM, the computation of
which is described in the next paragraph. The plots in graph
500 presented in FIG. 5(a) show the linear correlation coef-
ficient (LCC) and Spearman’s rank correlation coefficient
(SRCC) between SSIM, and the differential mean opinion
score (DMOS) values for different values of N. In performing
this test, all 779 distorted images of the LIVE Image Quality
Assessment Database Release 2 described by H. R. Sheikh, 7.
Wang, L. Cormack, and A. G. Bovik in “LIVE Image Quality
Assessment Database Release 27, available at: http://live.ece.
utexas.edu/research/quality were included in computing the
LCC and the SRCC. As can be seen from FIG. 5(a), SSIM ,
attains its best performance for N=1. The reason is that for
more than one level of decomposition, the approximation
subband becomes very small, and a number of important
image structures are lost in the approximation subband.

[0177] A single level (N=1) DWT using the Haar filter is
performed on both the reference (image X) and distorted
(image Y) images (box 406). The method can be adapted to
handle other types of wavelet filters as well. In the next step,
the procedure 400 computes SSIM ,, the SSIM between the
approximation subbands of image X and image Y (box 408).
For each image patch x , and y , within the first level approxi-
mation subbands of X andY, SSIM , is computed by using eq.
(12):

SSIM (% 4,y ) =SSIM(x 1.} ) (12)

[0178] The SSIM map is calculated according to the
method described by Z. Wang, A. Bovik, H. Sheikh, and E.
Simoncelli, in Image quality assessment: From error visibil-
ity to structural similarity, I[EEE Transactions on Image Pro-
cessing, vol. 13, no. 4, pp. 600-612, April 2004. All the
parameters are kept the same as those proposed in this paper,
except the window size. A sliding 4x4 Gaussian window is
used by procedure 400.

[0179] Procedure 400 then generates the edge maps for
image X and image Y (box 410). The edge map is produced
for each image by using eq. 13 and eq. 14.

Xg(m, n) = 13)

\/0.45 X (Xpp, (m, ) +0.45 X (Xy, (m, m))* + 0.1 X (Xp, (m, n))*

Yg(m, n) = (14)

\/0.45 X (Ye, (m, )2 +0.45 X (Yy, (m, m))* + 0.1 X (Yp, (m, m))*

where (m,n) shows the sample position within the wavelet
subbands. Please note that eq. 12 and eq. 13 are based on eq.
2 and eq. (3) described earlier. The weights used are: u=0.45,
~=0.45 and y=0.1. In the next step, SSIM,, the edge SSIM
map between two images is calculated (box 412) using the
following equation:
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20y, yp € (15)
SSIMg (x5, yg) = ——E b
Oig T 0y +¢

c=kL? k=1 (16)

where 0, is the covariance between image patches x g and
vz (of X and Y ); parameters Gsz and GyE2 are variances of
Xz and yj respectively; k is a small constant; and L is a
dynamic range of pixels (255 for gray-scale images). The
correlation coefficient and variances are computed in the
same manner as presented by Z. Wang, A. Bovik, H. Sheikh,
and E. Simoncelli, in “Image quality assessment: From error
visibility to structural similarity”, IEEE Transactions on
Image Processing, vol. 13, no. 4, pp. 600-612, April 2004. In
fact, as the edge map only forms image-edge structures and
contains no luminance information, the luminance compari-
son part of the SSIM map described in this paper is omitted
for determining the edge SSIM map. The contrast map is
generated next (box 414) by using eq. (4). The contrast map is
used for weighted pooling of SSIM , and SSIM, (box 416) by
using equations (7) and (8). Note that IQM , used with eq. (7)
and IQM used with eq. (8) are SSIM , (computed by eq. 12)
and SSIM . (computed by eq. (15)) respectively. A SSIM ;.
score is determined as the measure of quality (box 418) by
using eq. (9):

SSIMp,, /(X V)=PxS +(1-P)xSg 17)

[0180] When the root mean square (RMSE) between the
SSIM,, ;- and DMOS values are computed for different {3
values in eq. (17), it reaches its global minimum for $=0.87.
This value of § meets the intuitive expectation that § should
be close to 1. FIG. 5(b) shows graph 520, which presents the
plot of RMSE for different values of . Please note that LCC
has low sensitivity to small variations in f. That is, the pro-
posed =0.87 does not significantly affect the accuracy of the
SSIM,, ;- for measuring quality of images in a different
image database.

[0181] After generating the measure of quality the proce-
dure 400 exits (box 420).

Embodiment Based on the VIF IQM

[0182] The VIF index is observed to be one of the most
accurate image quality metrics in the performance evaluation
of prominent image quality assessment algorithms described
by H. R. Sheikh, M. F. Sabir, and A. C. Bovik, in “A statistical
evaluation of recent full reference image quality assessment
algorithms”, IEEE Transactions on Image Processing, vol.
15,n0. 11, pp. 3440-3451, November 2006. In spite of its high
level of accuracy, this IQM has not been given as much
consideration as the SSIM IQM in a variety of applications.
This is probably because of its high computational complex-
ity (6.5 times the computation time of the SSIM index accord-
ing to H. R. Sheikh, and A. C. Bovik, in “Image information
and visual quality”, IEEE Transactions on Image Processing,
vol. 15, no. 2, pp. 430-444, February 2006). Most of the
complexity in the VIF IQM comes from over-complete steer-
able pyramid decomposition, in which the neighboring coef-
ficients from the same subband are linearly correlated. Con-
sequently, the vector Gaussian scale mixture GSM is applied
for accurate quality prediction.

[0183] This section, explains the steps of the method for
calculating VIF in the discrete wavelet domain by exploiting
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the proposed framework. The proposed approach is more
accurate than the original VIF index-based approach, and yet
is less complex in comparison to the VIF IQM. It applies real
Cartesian-separable wavelets and uses a scalar GSM instead
of vector GSM in modeling the images for VIF computation.
A short explanation is provided next.

[0184] Scalar GSM-based VIF: Scalar GSM has been
described and applied in the computation of IFC and dis-
cussed by H. R. Sheikh, A. C. Bovik, and G. de Veciana, in
“An information fidelity criterion for image quality assess-
ment using natural scene statistics”, IEEE Transactions on
Image Processing, vol. 14, no. 12, pp. 2117-2128, December
2005. That procedure is repeated here for VIF index calcula-
tion using scalar GSM. In FIG. 6(a), box 602 represents the
GSM model of the undistorted original image (signal) and
box 604 considers image distortions as a channel distortion
and adds distortion to the original signal from box 602 to
model the distorted image signal. Boxes 606 and 608 show
the function of HVS as additive white Gaussian noise and
their outputs are the perceived distorted and original signals,
respectively. Considering F1G. 6(a), let C*=(C,, C,,...,C,,)
denote M elements from C, and let D*=(D,, D, ..., D,,) be
the corresponding M elements from D. C and D denote the
random fields (RFs) from the reference and distorted signals
respectively. As in described by H. R. Sheikh, A. C. Bovik,
and G. de Veciana, in “An information fidelity criterion for
image quality assessment using natural scene statistics”,
IEEE Transactions on Image Processing, vol. 14, no. 12, pp.
2117-2128, December 2005, the models correspond to one
subband. C is a product of two stationary random fields (RFs)
that are independent of each other:

C={Criely=SxU={SxU,:iel} (18)

where i denotes the set of spatial indices for the RF, S is an RF
of positive scalars, and U is a Gaussian scalar RF with mean
zero and variance o, 2. The distortion model is a signal attenu-
ation and additive Gaussian noise, defined as follows:

D={Dyiel}=GC+V={g,CrV,:iel} (19)

where G is a deterministic scalar attenuation field, and V is a
stationary additive zero-mean Gaussian noise RF with vari-
ance 0,°. The perceived signals in FIG. 6(a) described by H.
R. Sheikh, and A. C. Bovik, in “Image information and visual
quality”, IEEE Transactions on Image Processing, vol. 15,
no. 2, pp. 430-444, February 2006, are defined as:

E=C+N, F=D+N' (20)

where N and N' represent stationary white Gaussian noise
RFs with variance o,. If the steps outlined by in this paper
for VIF index are used in the calculation considering scalar
GSM one obtains:

(M EM | sM = My = 1(CM EM | sM) en

M
N (Sehrad
= z 0| T

i=1

[0185] Inthe GSM model, the reference image coefficients
are assumed to have zero mean. So, for the scalar GSM
model, estimates of s,;> can be obtained by localized sample
variance estimation. As discussed by H. R. Sheikh, A. C.
Bovik, and G. de Veciana, in “An information fidelity crite-
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rion for image quality assessment using natural scene statis-
tics”, IEEE Transactions on Image Processing, vol. 14, no.
12, pp. 2117-2128, December 2005, the variance o, can be
assumed to be unity without loss of generality. Thus, eq. (21)
is simplified to eq. (22).

M (22)
1 o,
(M, EM | sMy = zZ:1c>g2[1 + E]
i=1
[0186] Similarly, eq. (23) is obtained:
M 23)

2.2
1 o
I(CM;FM“M):EE 1og2[1+ f+01%/]

i=1

[0187] The final VIF index is obtained from eq. (23), by
using the method described by H. R. Sheikh, and A. C. Bovik,
in “Image information and visual quality”, /EEE Transac-
tions on Image Processing, vol. 15, no. 2, pp. 430-444, Feb-
ruary 2006, but considering only a single subband:

N I(CM; FM | sM) (24)
T I(CMy EM | sM)
[0188] The steps of the VIF-based method for this embodi-

ment of the invention is described with the help of flowchart
650 FIG. 6(b). Upon start (box 652), the procedure 650 sets
the value of N=1 (box 654). As explained before in the case of
the embodiment based on the SSIM IQM, the right number of
decomposition levels for calculating the VIF-based measure
of quality needs to be determined first. Experiments are per-
formed in a way similar to the experiments described earlier
for scalar VIF. F1G. 7(a) shows graph 700 presenting the LCC
and SRCC between VIF, (the computation of which is
described in the next paragraph) and the DMOS values for
various decomposition levels N. It can be seen that the VIF
prediction accuracy decreases as the number of decomposi-
tion levels increases. Therefore, VIF , performance is best at
N=1. This is because the resolution of approximation sub-
band is reduced by multilevel decomposition, and conse-
quently the image information, on which VIF is based, will be
lost in that subband for higher values of N.

[0189] A Nlevel DWT is performed onimage X and image
Y next (box 656). Procedure 650 then computes the VIF
approximation quality score, VIF ,, between the approxima-
tion subbands of X and Y, i.e. X, andY ,. For simplicity, X,
andY , are used here instead of X, and Y :

2 2 ] (25)

M
el 8Ty,
0 +

ZI‘ e G
VIFj=—— -
T

logy| 1 + —*

- Tw

i=1
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where M is the number of samples in the approximation
subband, x , ,, is the ith image patch within the approximation
subband X ;, and o 1_2 is the variance of. The noise variance
0,7~ is set to 5 in this embodiment of the invention. The
parameters g, and o> are estimated as described by H. R.
Sheikh, A. C. Bovik, and G. de Veciana, in “An information
fidelity criterion for image quality assessment using natural
scene statistics”, IEEE Transactions on Image Processing,
vol. 14, no. 12, pp. 2117-2128, December 2005, resulting in
eq. (26) and eq. (27).

26
XA YA ( )
&i=—=
TX,; tE
where ox , is the covariance between image patches x , ,
A4 st

and y, ,, and € is a very small constant to avoid instability
when o, *is zero and e=107>°.

2
;& iXOXA,ixVA,i

OVizzoyA,

[0190] All the statistics (the variance and covariance of
image patches) are computed within a local Gaussian square
window, which moves pixel-by-pixel over the entire approxi-
mation subbands X, and Y ,. The Gaussian sliding window
used in this case is exactly the same as that defined earlier.
Because of the smaller resolution of the subbands in the
wavelet domain, one can even extract reasonably accurate
local statistics with a small 3x3 sliding window. But to reach
the best performance and extracting accurate local statistics,
a larger window of size 9x9 is exploited here. Simulation
results described in a later section show that the measure of
quality based on VIF can provide accurate scores with the set
up described here.
[0191] In the next step, the procedure 650 generates the
edge maps X and Yz using eq. (2) and eq. (3) (box 660). The
VIF edge quality score, V/FE, between the edge maps of the
image X and the image Y that reflects the similarity between
the edge maps is computed next (box 662). Finally, the mea-
sure of quality is computed by using eq. (9) (box 664):

@7

VIFpwr(X, Y) = BxXVIF, + (1 — By x VIFg (28)

0<p=l

where VIF ;. score is the measure of quality for image Y in
the range [0,1]. After computing the measure of quality, the
procedure 650 exits (box 666).

[0192] FIG. 7(b) presents graph 720 that shows the RMSE
between the VIF ,,;-and DMOS values for different values of
p. It is observed that RMSE reaches its global minimum at
=0.81. This value of P is close to the one obtained for
SSIM,, ;- It is notable that LCC does not have high sensitiv-
ity to small variations in . Thus, the obtained value for f§ is
still valid if VIF ;- is applied on images in a different image
database.

Embodiment Based on the PSNR IQM

[0193] This embodiment uses the PSNR IQM for determin-
ing the measure of quality for the distorted image. The con-
ventional PSNR and its equivalent, mean square error (MSE),
are defined in eq. (29) and eq. (30).
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2

Xmax
PSNR(X, Y) = 10 Xloglo(m]

@9

MSE(X,Y) = Ni xZ (X(m, n) - Y(m, n)? 30
P mn

where X and Y denote the reference and distorted images
respectively. X, .. 1s the maximum possible pixel value of the
reference image X. The minimum pixel value is assumed to
be zero. N, is the number of pixels in each of the images.
Although the conventional PSNR is still popular because of
its ability to easily compute quality in decibels (dB), it cannot
adequately reflect the human perception of image fidelity.
Other error-based techniques, such as WSNR and NQM dis-
cussed by N. Damera-Venkata, T. D. Kite, W. S. Geisler, B. L.
Evans, and A. C. Bovik, in “Image quality assessment based
on a degradation model” in /EEE Transactions on Image
Processing, vol. 9, no. 4, pp. 636-650, April 2000 and VSNR
discussed by D. M. Chandler, and S. S. Hemami, in “A wave-
let-based visual signal-to-noise ratio for natural images”,
IEEFE Transactions on Image Processing, vol. 16, no. 9, pp.
2284-2298, September 2007, are less simple to use, as they
follow sophisticated procedures to compute the human visual
system (HVS) parameters. This section explains how to cal-
culate a PSNR-based measure of quality accurately in the
discrete wavelet domain by using the framework provided by
the embodiment of the invention described earlier.

[0194] The steps of the PSNR-based method for this
embodiment of the invention are described with the help of
FIG. 8. Upon start (box 802), the procedure 800 computes N,
the number of levels for the DWT (box 804). The plots in
graph 900 displayed in FIG. 9(a) show the LCC and SRCC
between PSNR , and the DMOS values for different decom-
position levels. The test is done in a way similar to that
described in the previous sections. It can be seen that PSNR ,
attains its best and near best performance for N=2 and N=3.
Based on individual types of distortion, which are available in
the corresponding image database, one can determine which
value of N (2 or 3) provides more accurate measures of
quality. Table I denoted by reference numeral 960 and shown
in FIG. 9(c) lists the SRCC values for five different types of
distortion. It is observed that the performance of PSNR , (the
computation of which is described later in this section) is
superior with N=2 when all data (distorted images) is consid-
ered. Thus, N=2 is the appropriate decomposition level.
[0195] Although N=2 works fine for the entire image data-
base used in the testing, a N that can be adapted to various
other images needs be used in this embodiment. The number
oflevels of decomposition N is determined as a function of a
minimum size of the approximation subband, S, which pro-
duces a substantially peak response for human visual system.
Thus eq. 1(e) is used for determining N.

[0196] After the value of N is computed a N level DWT is
applied to image X (box 806) and to image Y (box 808). AN
level discrete wavelet transform (DWT) on both the reference
and distorted images is applied by using based on the Haar
filter. The method can handle other wavelet filters as well.
With N level decomposition, the approximation subbands
X4 and y 4y @S well as a number of detail subbands, are
obtained. As discussed earlier, the Haar filter is chosen for its
modest computational simplicity and good performance.
This simplicity imposes negligible computational burden on
the over all method of the embodiments of the invention. As
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indicated by the simulation results, the Haar wavelet also
provides more accurate quality scores than other wavelet
bases.

[0197] In the next step, the procedure 800 generates the
edge maps forthe image X (box 810) and for the image Y (box
812) next. Then, the procedure 800 computes the PSNR
approximation quality score PSNR , by applying the PSNR
IQM between the approximation subbands of the image X
and the image Y (box 814). The PSNR edge quality score
PSNR is computed next by applying the PSNR IQM
between the edge maps of the image X and the image Y (box
816). PSNR , and PSNR ; are computed by using eq. (30) and

eq. (31).

PSNR =PSNR(X,,,¥,;.) (30)
PSNRz=PSNR(Xj, Y%) (31)
[0198] In the next step, the procedure 800 determines a

PSNR ;- score as the measure of quality (box 818) and exits
(box 820). PSNR 5, is determined by combining the PSNR
approximation quality score and the PSNR edge quality score
according to eq. (9):

PSNRpwr(X,Y) = BX PSNR4 + (1 — ) x PSNRg (32)
0<p=l
[0199] Please note that PSNR,,;, gives the measure of

quality for various images in an image database. To find the
optimum value of the constant [3, an experiment similar to
those described in the previous subsections focusing on
SSIM,;-and VIF 5-1s performed. FIG. 9(b) presents graph
920 that shows the RMSE between the PSNR ,,;.-and DMOS
values for different values of § used in eq. (32). It is observed
that RMSE is globally minimum at $=0.84. This value of f§ is
quite close to those values determined earlier for other met-
rics. Verification of this value of [} performing well on the
other test databases is discussed in a later section of this
document.

Embodiment Based on the AD IQM

[0200] This embodiment uses the AD IQM. The steps ofthe
AD-based method for this embodiment of the invention are
described with the help of FIG. 10. Upon start (box 1002), the
procedure 1000 determines N (box 1004). A test was per-
formed on the image database mentioned earlier. FIG. 11
presents graph 1100 showing the LCC and SRCC between an
approximation AD map, AD,, (the generation of which is
described in the next paragraph) and the DMOS values for
different decomposition levels that are obtained.

[0201] Similar to the PSNR ,, the AD , performance is best
at N=2. The general value of N can be calculated by eq. (1e).
[0202] A Nlevel DWT is performed on image X and image
Y next (box 1006). In the following step, the procedure 1000
applies the AD IQM between the approximation subbands of
X and Y to produce the approximation AD map, AD,, (box
1008).

AD 4(m,n)=|X o (mn)=Y 4, (m,n)| (33)
where (m,n) shows a sample position in the approximation
subband.

[0203] The edge maps are then generated for the image X
and the image Y (box 1010). Next, the procedure 1000 applies
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the AD IQM between the edge maps Xz and Y ; to produce the
edge AD map, AD,, (box 1012).

ADg(m,n)=Xg(m,n)-Yz(m,n)| 34)

[0204] After generating the edge AD map, the procedure
1000 generates the contrast map (box 1014). The contrast
map is obtained by using eq. (4), and then AD, and AD, are
pooled using the contrast map to determine approximation
quality score and the edge quality score S, and S respec-
tively (box 1016).

M (35)
Z Contrast(m, 1) X AD 4 (m, i)
Sa= 2 =
Contrast(m, i)
=t
M (36)
Z Contrast(m, 1) X ADg(m, n)
sp= 2 =
> Contrast(m, 1)
=1
[0205] The method uses the S, and the S, to determine an

ADp, ;- score as the measure of quality (box 1018) by using
eq. 37).

ADpwr(X,Y) = BxSs + (1 - BYXSg &7
0<p=l
[0206] As discussed in the previous section 3 is set to 0.84.

After determining the measure of quality, the procedure 1000
exits (box 1020).

Simulation Results

[0207] The performance of the methods of embodiments of
this invention that determines the measure of quality for a
distorted image are evaluated by using the images in the LIVE
Image Quality Assessment Database, Release 2 described by
H.R. Sheikh, Z. Wang, [.. Cormack, and A. G. Bovik, in
“LIVE Image Quality Assessment Database Release 2.”
available at http//live.ece.utexas.edu/research/quality. This
database includes 779 distorted images derived from 29 origi-
nal colour images using five types of distortion: JPEG com-
pression, JPEG2000 compression, Gaussian white noise
(GWN), Gaussian blurring (GBlur), and the Rayleigh fast
fading (FF) channel model. The realigned subjective quality
data for the database are used in all experiments.

[0208] The three different IQM-based measures of quality,
each computed by an embodiment described ecarlier are
applied to the images in the database to measure the perfor-
mance of the objective models. A number of metrics are used
in this performance evaluation. The first metric is the Pearson
correlation coefficient (LCC) between the Difference Mean
Opinion Score (DMOS) and the objective model outputs after
nonlinear regression. The correlation coefficient gives an
evaluation of prediction accuracy. The five-parameter logis-
tical function defined by H. R. Sheikh, M. F. Sabir, and A. C.
Bovik, in “A statistical evaluation of recent full reference
image quality assessment algorithms”, IEEE Transactions on
Image Processing, vol. 15, no. 11, pp. 3440-3451, November
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2006 for nonlinear regression is used. The second metric is
the root mean square error (RMSE) between the DMOS and
the objective model outputs after nonlinear regression. The
RMSE is considered as a measure of prediction consistency.
The third metric is the Spearman rank correlation coefficient
(SRCC), which provides a measure of prediction monotonic-
ity.

[0209] In order to put the performance evaluation of the
embodiments of this invention into the proper context, the
methods of the embodiments are compared to other image
quality metrics available in the prior art, including the con-
ventional PSNR, the spatial domain mean SSIM discussed by
Z. Wang, A. Bovik, H. Sheikh, and E. Simoncelli, “Image
quality assessment: From error visibility to structural simi-
larity”, IEEE Trans. Image Process., vol. 13, no. 4, pp. 600-
612, April 2004, an autoscale version of SSIM performing
downsampling on images discussed by Z. Wang in Z. Wang’s
SSIM Research Homepage at http//www.ece.uwaterloo.ca/
~7z70wang/research/ssim/, and a WSNR discussed by N.
Damera-Venkata, T. D. Kite, W. S. Geisler, B. L. Evans, and
A. C. Bovik, in “Image quality assessment based on a degra-
dation model” in /EEE Transactions on Image Processing,
vol. 9,n0. 4, pp. 636-650, April 2000., in which the images are
filtered by the CSF specified by J. L. Mannos, and D. J.
Sakrison, in “The effects of a visual fidelity criterion on the
encoding of images”, IEEE Trans. Inf. Theory, vol. IT-20, no.
4, pp. 525-536, July 1974 and by H.R. Sheikh, Z. Wang, L.
Cormack, and A. C. Bovik, in “LIVE Image Quality Assess-
ment Database Release 2,” available at: http://live.ece.utexas.
edu/research/quality and in Z. Wang’s SSIM Research
Homepage cited above.

[0210] TableII 1200 in FIG. 12 lists LCC between different
metrics and DMOS values of the LIVE database and Table I1I
1220 in FIG. 13 and Table IV 1240 in FIG. 14 show RMSE
and SRCC between the metrics and DMOS values respec-
tively. It is observed that the SRCC of mean SSIM, from
0.9441 increases to 0.9573 for SA, which signifies a 1.32% of
improvement. The performance of SSIM, is the best
among all structural metrics. For SNR-based metrics, the
SRCC of PSNR , is 0.9307 which is higher than conventional
PSNR (0.8756) and even WSNR (0.9240), while its complex-
ity is lower than the conventional PSNR.

[0211] Theembodiments ofthe invention provide a number
of' advantages including the following. An important contri-
bution of the invention is that a contrast map in the wavelet
domain is introduced for pooling quality maps. The new
approach of the current invention does not require heavy
experimentation to determine parameters, and it is adaptive to
different wavelet filters based on a contrast map defined for
pooling a SSIM quality map for example. Various changes
and modifications of the embodiments shown in the drawings
and described in the specification may be made within the
scope of the following claims without departing from the
scope of the invention in its broader aspect. For example,
instead of a Haar transform, other wavelet transforms such as
Newland transform, or a wavelet transform using a
Daubechies filter can be used in the multi-resolution decom-
position of the reference and distorted images. Various steps
of methods including method 250 of FIG. 2(b) may be per-
formed in parallel by using a multi-core CPU or a multipro-
cessor system. For example, the decomposition of the images
X and Y during the multiresolution decomposition can be
performed in parallel. Such parallel computations can reduce
the computation time for calculating the measure of quality.
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[0212] Although the embodiments of the invention have
been described in detail, it will be apparent to one skilled in
the art that variations and modifications to the embodiment
may be made within the scope of the following claims.

What is claimed is:

1. A method for determining a measure of quality for an
image Y, characterizing a similarity between the image Y and
a reference image X having same resolution, the method
comprising:

(a) determining a number of levels of decomposition, N, to

be applied to the image X and the image Y;

(b) applying an N level multiresolution decomposition,
comprising levels 1, 2, . . . 1,i+1, .. . N, to the image X
and the image Y, producing respective approximation
subbands containing main contents of the image X and
image Y, and respective detail subbands containing
edges of the image X and image Y;

(c) applying an image quality metric (IQM) to said respec-
tive approximation subbands of the image X and the
image Y to produce an approximation quality measure,
characterizing similarity between the main contents of
the image X and the image Y;

(d) processing the respective detail subbands of the image
X and the image Y to produce respective edge maps for
the image X and the imageY, characterizing edges of the
image X and the image Y respectively;

(e) applying the IQM to the respective edge maps to pro-
duce an edge quality measure, characterizing similarity
between the edges of the image X and the image Y; and

(f) processing the approximation quality measure and the
edge quality measure to determine the measure of qual-
ity.

2. The method of claim 1, wherein the step (a ) comprises
determining the number of levels of decomposition N as a
function of one or more of a resolution of the image Y, a
viewing distance for the image Y, and the IQM.

3. The method of claim 1, wherein the step (a) further
comprises determining the number of levels of decomposi-
tion N as a function of a minimum size of an approximation
subband, S, which produces a substantially peak response for
human visual system.

4. The method of claim 3, wherein the step (a) further
comprises determining the S as follows:

determining k, a ratio between the viewing distance and a
height of a device on which the imageY is displayed; and

determining the S as a ratio between a predetermined num-
ber and the k.

5. The method of claim 1, wherein the step (b) further

comprises:

foralevel 1, applying the multiresolution decomposition to
the Image X and the imageY producing respective inter-
mediate subbands at the level 1 for processing at a level
2; and

for a level i, with i ranging from 2 to N, applying the
multiresolution decomposition to only selected interme-
diate subbands produced by the multiresolution decom-
position performed at the level i-1.

6. The method of claim 5, further comprising determining
the selected intermediate subbands based on a number of the
intermediate subbands required for achieving a required
accuracy in determining the measure of quality.

7. The method of claim 5, further comprising aggregating
one or more of the selected intermediate subbands of the
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image X and the image Y produced by the multiresolution
decomposition performed at a level j, with j ranging from 1 to
N.

8. The method of claim 7, further comprising aggregating
one or more of selected detail subbands of the image X and
the image Y respectively, produced at level N, with said one or
more of the selected intermediate subbands produced at said
each level j for the image X and the image Y respectively.

9. The method of claim 1, wherein the approximation qual-
ity measure is an approximation quality map, and the edge
quality measure is an edge quality map, and the step (f) further
comprises:

generating a contrast map, including assigning corre-
sponding values to pixels of the approximation subband
and the edge map of the image X and the image Y
according to their respective importance to human visual
system,

performing weighted pooling of the approximation quality
map using the contrast map to produce an approximation
quality score;

performing weighted pooling of the edge quality map
using the contrast map to produce an edge quality score;
and

combining the approximation quality score with the edge
quality score to determine the measure of quality.

10. The method of claim 1, wherein the steps (c¢) and (e)

comprise applying the IQM, which is one of the following:

a structural similarity (SSIM) IQM;

an Absolute Difference (AD) IQM;

a peak-signal-to-noise ratio (PSNR) IQM; or

a Visual Information Fidelity (VIF) IQM.

11. The method of claim 1, wherein the step (b) comprises
applying an N level discrete wavelet transform (DWT).

12. A system for determining a measure of quality for an
imageY, characterizing a similarity between the image Y and
areference image X having same resolution, the system com-
prising:

a processor; and

a non-transitory computer readable storage medium hav-
ing computer readable instructions stored thereon for
execution by the processor, causing the processor to:

(a) determine a number of levels of decomposition, N, to be
applied to the image X and the image Y;

(b) apply an N level multiresolution decomposition, com-
prising levels 1, 2, . . . i,i+1, . . . N, to the image X and
the image Y, producing respective approximation sub-
bands containing main contents of the image X and
image Y, and respective detail subbands containing
edges of the image X and image Y;

(c) apply an image quality metric (IQM) to said respective
approximation subbands of the image X and the imageY
to produce an approximation quality measure, charac-
terizing similarity between the main contents of the
image X and the image Y;

(d) process the respective detail subbands of the image X
and the image Y to produce respective edge maps for the
image X and the image Y, characterizing edges of the
image X and the image Y respectively;

(e) apply the IQM to the respective edge maps to produce
an edge quality measure, characterizing similarity
between the edges of the image X and the image Y; and

() process the approximation quality measure and the edge
quality measure to determine the measure of quality.
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13. The system of claim 12, wherein the computer readable
instructions further cause the processor to determine the num-
ber of levels of decomposition N as a function of one or more
of a resolution of the image Y, a viewing distance for the
image Y, and the IQM.

14. The system of claim 12, wherein the computer readable
instructions further cause the processor to determine the num-
ber of levels of decomposition N as a function of a minimum
size of an approximation subband, S, which produces a sub-
stantially peak response for human visual system.

15. The system of claim 14, wherein the computer readable
instructions further cause the processor to determine the S as
follows:

to determine k, a ratio between the viewing distance and a

height of a device on which the imageY is displayed; and
to determine the S as a ratio between a predetermined
number and the k.

16. The system of claim 12, wherein the computer readable
instructions further cause the processor to:

apply, for a level 1, the multiresolution decomposition to

the Image X and the image Y to produce respective
intermediate subbands at the level 1 for processing at a
level 2; and

apply, for a level 1, with i ranging from 2 to N, the multi-

resolution decomposition to only selected intermediate
subbands produced by the multiresolution decomposi-
tion performed at the level i-1.

17. The system of claim 16, wherein the computer readable
instructions further cause the processor to determine the
selected intermediate subbands based on a number of the
intermediate subbands required for achieving a required
accuracy in determining the measure of quality.

18. The system of claim 16, wherein the computer readable
instructions further cause the processor to aggregate one or
more of the selected intermediate subbands of the image X

Nov. 7,2013

and the image Y produced by the multiresolution decompo-
sition performed at a level j, with j ranging from 1 to N.

19. The system of claim 18, wherein the computer readable
instructions further cause the processor to aggregate one or
more of selected detail subbands of the image X and the
image Y respectively, produced at level N, with said one or
more of the selected intermediate subbands produced at said
each level j for the image X and the image Y respectively.

20. The system of claim 12, wherein the approximation
quality measure is an approximation quality map, and the
edge quality measure is an edge quality map, and wherein the
computer readable instructions further cause the processor to:

generate a contrast map, including assigning correspond-

ing values to the pixels of the approximation subband
and the edge map of the image X and the image Y
according to their respective importance to human visual
system,

perform weighted pooling of the approximation quality

map using the contrast map to produce an approximation
quality score;

perform weighted pooling of the edge quality map using

the contrast map to produce an edge quality score; and
combine the approximation quality score with the edge
quality score to determine the measure of quality.

21. The system of claim 12, wherein the computer readable
instructions further cause the processor to apply the IQM,
which is one of the following:

a structural similarity (SSIM) IQM;

an Absolute Difference (AD) IQM;

a peak-signal-to-noise ratio (PSNR) IQM; or

a Visual Information Fidelity (VIF) IQM.

22. The system of claim 12, wherein the N level multireso-
Iution decomposition is an N level discrete wavelet transform
(DWT).



