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POSITION-BASED CONTEXT SELECTION
FOR GREATER-THAN-ONE FLAG
DECODING AND ENCODING

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application claims priority to U.S. pro-
visional patent application Ser. No. 61/666,830, filed Jun. 30,
2012, the contents of which are hereby incorporated by ref-
erence.

COPYRIGHT NOTICE

[0002] A portion of the disclosure of this document and
accompanying materials contains material to which a claim
for copyright is made. The copyright owner has no objection
to the facsimile reproduction by anyone of the patent docu-
ment or the patent disclosure, as it appears in the Patent and
Trademark Office files or records, but reserves all other copy-
right rights whatsoever.

FIELD

[0003] The present application generally relates to data
compression and, in particular, to methods and devices for
context modeling when encoding and decoding residual
video data.

BACKGROUND

[0004] Data compression occurs in a number of contexts. It
is very commonly used in communications and computer
networking to store, transmit, and reproduce information effi-
ciently. It finds particular application in the encoding of
images, audio and video. Video presents a significant chal-
lenge to data compression because of the large amount of data
required for each video frame and the speed with which
encoding and decoding often needs to occur. The current
state-of-the-art for video encoding is the ITU-T H.264/AVC
video coding standard. It defines a number of different pro-
files for different applications, including the Main profile,
Baseline profile and others. A next-generation video encod-
ing standard is currently under development through a joint
initiative of MPEG-ITU termed High Efficiency Video Cod-
ing (HEVC)/H.265.

[0005] There are a number of standards for encoding/de-
coding images and videos, including H.264, that use block-
based coding processes. In these processes, the image or
frame is divided into blocks, typically 4x4 or 8x8, and the
blocks are spectrally transformed into coefficients, quantized,
and entropy encoded. In many cases, the data being trans-
formed is not the actual pixel data, but is residual data fol-
lowing a prediction operation. Predictions can be intra-frame,
i.e. block-to-block within the frame/image, or inter-frame,
i.e. between frames (also called motion prediction). It is
expected that HEVC/H.265 will also have these features.
[0006] When spectrally transforming residual data, many
of'these standards prescribe the use of a discrete cosine trans-
form (DCT) or some variant thereon. The resulting DCT
coefficients are then quantized using a quantizer to produce
quantized transform domain coefficients, or indices.

[0007] The block or matrix of quantized transform domain
coefficients (sometimes referred to as a “transform unit™) is
then entropy encoded using a particular context model. In
H.264/AVC and in the current development work for HEVC/
H.265, the quantized transform coefficients are encoded by
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(a) encoding a last significant coefficient position indicating
the location of the last non-zero coefficient in the transform
unit, (b) encoding a significance map indicating the positions
in the transform unit (other than the last significant coefficient
position) that contain non-zero coefficients, (¢) encoding the
magnitudes of the non-zero coefficients, and (d) encoding the
signs of the non-zero coefficients. This encoding of the quan-
tized transform coefficients often occupies 30-80% of the
encoded data in the bitstream.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Reference will now be made, by way of example, to
the accompanying drawings which show example embodi-
ments of the present application, and in which:

[0009] FIG. 1 shows, in block diagram form, an encoder for
encoding video;

[0010] FIG. 2 shows, in block diagram form, a decoder for
decoding video;

[0011] FIG. 3 shows an example process for reconstructing
greater-than-one flags in a video decoder;

[0012] FIG. 4 shows another example process for recon-
structing greater-than-one flags is a video decoder;

[0013] FIG. 5 shows a finite state machine for determining
context in coding greater-than-one flags;

[0014] FIG. 6 shows a simplified block diagram of an
example embodiment of an encoder; and

[0015] FIG. 7 shows a simplified block diagram of an
example embodiment of a decoder.

[0016] Similar reference numerals may have been used in
different figures to denote similar components.

DESCRIPTION OF EXAMPLE EMBODIMENTS

[0017] The present application describes methods and
encoders/decoders for encoding and decoding video.

[0018] In a first aspect, the present application describes a
method of reconstructing greater-than-one flags in a video
decoder from a bitstream of encoded video data for a coefi-
cient group in a transform unit. The method includes selecting
a context set for decoding a sequence of greater-than-one
flags for that coefficient group; and for each greater-than-one
flag in the sequence, selecting a context within the selected
context set based upon a position of that greater-than-one flag
in the sequence, and decoding that greater-than-one flag from
the encoded video data using the selected context.

[0019] In another aspect, the present application describes
amethod of encoding video data in a video encoder by encod-
ing greater-than-one flags for a coefficient group in a trans-
form unit. The method includes selecting a context set for
encoding a sequence of greater-than-one flags for that coef-
ficient group; and, for each greater-than-one flag in the
sequence, selecting a context within the selected context set
based upon a position of that greater-than-one flag in the
sequence, and encoding that greater-than-one flag from the
encoded video data using the selected context.

[0020] Ina further aspect, the present application describes
encoders and decoders configured to implement such meth-
ods of encoding and decoding.

[0021] In yet a further aspect, the present application
describes non-transitory computer-readable media storing
computer-executable program instructions which, when
executed, configured a processor to perform the described
methods of encoding and/or decoding.
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[0022] Other aspects and features of the present application
will be understood by those of ordinary skill in the art from a
review of the following description of examples in conjunc-
tion with the accompanying figures.

[0023] In the description that follows, some example
embodiments are described with reference to the H.264 stan-
dard for video coding and/or the developing HEVC/H.265
standard. Those ordinarily skilled in the art will understand
that the present application is not limited to H.264/AVC or
HEVC/H.265 but may be applicable to other video coding/
decoding standards, including possible future standards,
multi-view coding standards, scalable video coding stan-
dards, and reconfigurable video coding standards.

[0024] In the description that follows, when referring to
video or images the terms frame, picture, slice, tile and rect-
angular slice group may be used somewhat interchangeably.
Those of skill in the art will appreciate that, in the case of the
H.264 standard, a frame may contain one or more slices. The
term “frame” may be replaced with “picture” in HEVC/H.
265. Other terms may be used in other video coding stan-
dards. It will also be appreciated that certain encoding/decod-
ing operations might be performed on a frame-by-frame
basis, some are performed on a slice-by-slice basis, some
picture-by-picture, some tile-by-tile, and some by rectangular
slice group, depending on the particular requirements or ter-
minology of the applicable image or video coding standard.
In any particular embodiment, the applicable image or video
coding standard may determine whether the operations
described below are performed in connection with frames
and/or slices and/or pictures and/or tiles and/or rectangular
slice groups, as the case may be. Accordingly, those ordi-
narily skilled in the art will understand, in light of the present
disclosure, whether particular operations or processes
described herein and particular references to frames, slices,
pictures, tiles, rectangular slice groups are applicable to
frames, slices, pictures, tiles, rectangular slice groups, or
some or all of those for a given embodiment. This also applies
to transform units, coding units, groups of coding units, etc.,
as will become apparent in light of the description below.

[0025] Reference is now made to FIG. 1, which shows, in
block diagram form, an encoder 10 for encoding video. Ref-
erence is also made to FIG. 2, which shows a block diagram
of'a decoder 50 for decoding video. It will be appreciated that
the encoder 10 and decoder 50 described herein may each be
implemented on an application-specific or general purpose
computing device, containing one or more processing ele-
ments and memory. The operations performed by the encoder
10 or decoder 50, as the case may be, may be implemented by
way of application-specific integrated circuit, for example, or
by way of stored program instructions executable by a general
purpose processor. The device may include additional soft-
ware, including, for example, an operating system for con-
trolling basic device functions. The range of devices and
platforms within which the encoder 10 or decoder 50 may be
implemented will be appreciated by those ordinarily skilled
in the art having regard to the following description.

[0026] The encoder 10 receives a video source 12 and pro-
duces an encoded bitstream 14. The decoder 50 receives the
encoded bitstream 14 and outputs a decoded video frame 16.
The encoder 10 and decoder 50 may be configured to operate
in conformance with a number of video compression stan-
dards. For example, the encoder 10 and decoder 50 may be
H.264/AVC compliant. In other embodiments, the encoder 10
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and decoder 50 may conform to other video compression
standards, including evolutions of the H.264/AVC standard,
like HEVC/H.265.

[0027] The encoder 10 includes a spatial predictor 21, a
coding mode selector 20, transform processor 22, quantizer
24, and entropy encoder 26. As will be appreciated by those
ordinarily skilled in the art, the coding mode selector 20
determines the appropriate coding mode for the video source,
for example whether the subject frame/slice is of I, P, or B
type, and whether particular coding units (e.g. macroblocks,
coding units, etc.) within the frame/slice are inter or intra
coded. The transform processor 22 performs a transform
upon the spatial domain data. In particular, the transform
processor 22 applies a block-based transform to convert spa-
tial domain data to spectral components. For example, in
many embodiments a discrete cosine transform (DCT) is
used. Other transforms, such as a discrete sine transform or
others may be used in some instances. The block-based trans-
form is performed on a coding unit, macroblock or sub-block
basis, depending on the size of the macroblocks or coding
units. In the H.264 standard, for example, a typical 16x16
macroblock contains sixteen 4x4 transform blocks and the
DCT process is performed on the 4x4 blocks. In some cases,
the transform blocks may be 8x8, meaning there are four
transform blocks per macroblock. In yet other cases, the
transform blocks may be other sizes. In some cases, a 16x16
macroblock may include a non-overlapping combination of
4x4 and 8x8 transform blocks.

[0028] Applying the block-based transform to a block of
pixel data results in a set of transform domain coefficients. A
“set” in this context is an ordered set in which the coefficients
have coefficient positions. In some instances the set of trans-
form domain coefficients may be considered as a “block™ or
matrix of coefficients. In the description herein the phrases a
“set of transform domain coefficients” or a “block of trans-
form domain coefficients” are used interchangeably and are
meant to indicate an ordered set of transform domain coeffi-
cients.

[0029] The set of transform domain coefficients is quan-
tized by the quantizer 24. The quantized coefficients and
associated information are then encoded by the entropy
encoder 26.

[0030] The block or matrix of quantized transform domain
coefficients may be referred to herein as a “transform unit”
(TU). In some cases, the TU may be non-square, e.g. a non-
square quadrature transform (NSQT).

[0031] Intra-coded frames/slices (i.e. type 1) are encoded
without reference to other frames/slices. In other words, they
do not employ temporal prediction. However intra-coded
frames do rely upon spatial prediction within the frame/slice,
as illustrated in FIG. 1 by the spatial predictor 21. That is,
when encoding a particular block the data in the block may be
compared to the data of nearby pixels within blocks already
encoded for that frame/slice. Using a prediction algorithm,
the source data of the block may be converted to residual data.
The transform processor 22 then encodes the residual data.
H.264, for example, prescribes nine spatial prediction modes
for 4x4 transform blocks. In some embodiments, each of the
nine modes may be used to independently process a block,
and then rate-distortion optimization is used to select the best
mode.

[0032] The H.264 standard also prescribes the use of
motion prediction/compensation to take advantage of tempo-
ral prediction. Accordingly, the encoder 10 has a feedback
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loop that includes a de-quantizer 28, inverse transform pro-
cessor 30, and deblocking processor 32. The deblocking pro-
cessor 32 may include a deblocking processor and a filtering
processor. These elements mirror the decoding process
implemented by the decoder 50 to reproduce the frame/slice.
A frame store 34 is used to store the reproduced frames. In this
manner, the motion prediction is based on what will be the
reconstructed frames at the decoder 50 and not on the original
frames, which may differ from the reconstructed frames due
to the lossy compression involved in encoding/decoding. A
motion predictor 36 uses the frames/slices stored in the frame
store 34 as source frames/slices for comparison to a current
frame for the purpose of identifying similar blocks. Accord-
ingly, for macroblocks or coding units to which motion pre-
diction is applied, the “source data” which the transform
processor 22 encodes is the residual data that comes out of the
motion prediction process. For example, it may include infor-
mation regarding the reference frame, a spatial displacement
or “motion vector”, and residual pixel data that represents the
differences (if any) between the reference block and the cur-
rent block. Information regarding the reference frame and/or
motion vector may not be processed by the transform proces-
sor 22 and/or quantizer 24, but instead may be supplied to the
entropy encoder 26 for encoding as part of the bitstream along
with the quantized coefficients.

[0033] Those ordinarily skilled in the art will appreciate the
details and possible variations for implementing video encod-
ers.

[0034] The decoder 50 includes an entropy decoder 52,
dequantizer 54, inverse transform processor 56, spatial com-
pensator 57, and deblocking processor 60. The deblocking
processor 60 may include deblocking and filtering proces-
sors. A frame buffer 58 supplies reconstructed frames for use
by a motion compensator 62 in applying motion compensa-
tion. The spatial compensator 57 represents the operation of
recovering the video data for a particular intra-coded block
from a previously decoded block.

[0035] The bitstream 14 is received and decoded by the
entropy decoder 52 to recover the quantized coefficients. Side
information may also be recovered during the entropy decod-
ing process, some of which may be supplied to the motion
compensation loop for use in motion compensation, if appli-
cable. For example, the entropy decoder 52 may recover
motion vectors and/or reference frame information for inter-
coded macroblocks.

[0036] The quantized coefficients are then dequantized by
the dequantizer 54 to produce the transform domain coeffi-
cients, which are then subjected to an inverse transform by the
inverse transform processor 56 to recreate the “video data™. It
will be appreciated that, in some cases, such as with an intra-
coded macroblock or coding unit, the recreated “video data”
is the residual data for use in spatial compensation relative to
a previously decoded block within the frame. The spatial
compensator 57 generates the video data from the residual
data and pixel data from a previously decoded block. In other
cases, such as inter-coded macroblocks or coding units, the
recreated “video data” from the inverse transform processor
56 is the residual data for use in motion compensation relative
to a reference block from a different frame. Both spatial and
motion compensation may be referred to herein as “predic-
tion operations”.

[0037] The motion compensator 62 locates a reference
block within the frame buffer 58 specified for a particular
inter-coded macroblock or coding unit. It does so based on the
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reference frame information and motion vector specified for
the inter-coded macroblock or coding unit. It then supplies
the reference block pixel data for combination with the
residual data to arrive at the reconstructed video data for that
coding unit/macroblock.

[0038] A deblocking/filtering process may then be applied
to a reconstructed frame/slice, as indicated by the deblocking
processor 60. After deblocking/filtering, the frame/slice is
output as the decoded video frame 16, for example for display
on a display device. It will be understood that the video
playback machine, such as a computer, set-top box, DVD or
Blu-Ray player, and/or mobile handheld device, may buffer
decoded frames in a memory prior to display on an output
device.

[0039] It is expected that HEVC/H.265-compliant encod-
ers and decoders will have many of these same or similar
features.

[0040] The present application describes example pro-
cesses and devices for encoding and decoding transform coet-
ficients of a transform unit. The non-zero coefficients are
identified by a significance map. A significance map is a
block, matrix, group, or set of flags that maps to, or corre-
sponds to, a transform unit or a defined unit of coefficients
(e.g. several transform units, a portion of a transform unit, or
acoding unit). Each flag indicates whether the corresponding
position in the transform unit or the specified unit contains a
non-zero coefficient or not. In existing standards, these flags
may be referred to as significant-coefficient flags. In existing
standards, there is one flag per coefficient from the DC coef-
ficient to the last significant coefficient in a scan order, and the
flag is a bit that is zero if the corresponding coefficient is zero
and is set to one if the corresponding coefficient is non-zero.
The term “significance map” as used herein is intended to
refer to a matrix or ordered set of significant-coefficient flags
for a transform unit, as will be understood from the descrip-
tion below, or a defined unit of coefficients, which will be
clear from the context of the applications.

[0041] The significance map may be converted to a vector
in accordance with the scan order (which may be vertical,
horizontal, diagonal, zig-zag, or any other scan order permit-
ted under the applicable standard). The scan is typically done
in “reverse” order, i.e. starting with the last significant coef-
ficient and working back through the significant map in
reverse direction until the significant-coefficient flag in the
upper-left corner at [0,0] is reached. In the present descrip-
tion, the term “scan order” is intended to mean the order in
which flags, coefficients, or groups, as the case may be, are
processed and may include orders that are referred to collo-
quially as “reverse scan order”.

[0042] Each significant-coefficient flag is then entropy
encoded using the applicable context-adaptive coding
scheme. For example, in many applications a context-adap-
tive binary arithmetic coding (CABAC) scheme may be used.
[0043] The magnitudes for those non-zero coefficients may
then be encoded. In some standards, magnitudes (i.e. levels)
are encoded by encoding one or more level flags. I[f additional
information is required to signal the magnitude of a quantized
transform domain coefficient, then remaining-level data may
be encoded. In one example implementation, the levels may
be encoded by first encoding a sequence of greater-than-one
flags indicating which non-zero coefficients having an abso-
lute value level greater than one. Greater-than-two flags may
then be encoded to indicate which non-zero coefficients have
a level greater than two. Remaining level data may then be
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encoded for any of the coefficients having an absolute value
greater than two. The value encoded in the remaining-level
integer may be the actual value minus three. The sign of each
of the non-zero coefficients is also encoded. Each non-zero
coefficient has a sign bit indicating whether the level of that
non-zero coefficient is negative or positive.

[0044] In some implementations a transform unit may be
partitioned into contiguous and non-overlapping coefficient
groups. The coefficients within each coefficient group may be
processed in a scan order, e.g. diagonal, before processing the
next coefficient group in a group-scan order (which may also
be diagonal, or any other selected order). Coefficient groups
may be square, e.g. 4x4, or non-square, e.g. 2x8, 8x2, etc. In
some cases, coefficient groups may vary in size and may be
oriented/aligned with a scan order, e.g. diagonally.

[0045] Coefficient groups sometimes may be used to
implement multi-level coding, such as through the use of
significant-coefficient group flags. A significant-coefficient
group flag indicates whether the associated coefficient group
should be presumed to have non-zero coefficients or whether
all coefficients may be presumed to be zero (and thus no
further data need be encoded/decoded for that coefficient
group).

[0046] Note that in some embodiments coefficient groups
may be non-square. For example, in some cases, rectangular
coefficient groups may be defined. The coefficient group
shape may depend on the scan order in some embodiments.
For example, diagonal scans may use square coefficient
groups, vertical or horizontal scans may use rectangular coef-
ficient groups.

[0047] The use of multi-level significance maps facilitates
the modular processing of residual data for encoding and
decoding.

[0048] Context level coding and decoding may be done in
sets or groups of 16 coefficients. This corresponds well with
the block-based coefficient group encoding and decoding of
the significance map, and the multi-level scan order used in
that process.

[0049] Like the encoding of the significance map, the
encoding of the coefficient levels (e.g. greater-than-one flag,
greater-than-two flag, and absolute-value-less-three), in
some cases relies upon context modeling. Current work on
HEVC/H.265 proposes that the context-coded syntax ele-
ments, such as greater-than-one flags and greater-than-two
flags, be limited to a maximum number of such flags per
coefficient group. For example, the maximum number of
greater-than-one flags may be eight, and the maximum num-
ber of greater-than-two flags may be one. In the case of
greater-than-two flags, there may be a single context for cod-
ing the greater-than-two flag. However, in the case of the
greater-than-one flags, context determination may be com-
plex and under current proposals may pose problems for
parallelism.

[0050] Reference is now made to FIG. 5, which shows a
finite state machine 500 for context determination in the
encoding or decoding of a greater-than-one flag. It will be
noted that the context initially used for coding of the first
greater-than-one flag (for example, the first in a coefficient
group) is context cl. The value of that flag is used to deter-
mine the context for coding the next greater-than-one flag in
the sequence of greater-than-one flags. If the first flag was
Gr1=0, then the next context is determined to be ¢2. If, how-
ever, the greater-than-one flag was Grl=1, then the state
machine transitions to context state c0.
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[0051] It will be noted that the context determination is
based on the value of the immediately preceding greater-than-
one flag in the sequence. This poses a problem for parallelism
and, in some cases, processor throughput. This model has
been proposed because the value of the immediately preced-
ing greater-than-one flag is a statistically significant predictor
of the value of the current greater-than-one flag.

[0052] The present application discloses other parameters
or factors that may be used for determining context for coding
greater-than-one flags that are correlated to the likelihood that
the greater-than-one flag is 0 (or 1). These factors or param-
eters avoid the data dependency of the finite state machine
500 shown in FIG. 5 that poses problems for parallelism in
processing greater-than-one flags.

[0053] The greater-than-one flags for a coefficient group
are coded as a sequence. The order of the flags in the sequence
is based on the order in which the non-zero coefficients
appear in scan order within the coefficient group. If there are
maximum of eight greater-than-one flags for a coefficient
group, then the sequence will contain up to eight greater-than-
one flags, which may be indexed as 0, 1, 2, ..., 7. Thatis, each
flag’s position in the sequence may be identified by an index,
idx, where idx =0, 1,2, .. ., 7.

[0054] In one embodiment, the context selected for encod-
ing/decoding a greater-than-one flag may depend on the loca-
tion of the non-zero coefficient corresponding to the greater-
than-one flag in the scan order. That is, the context for
encoding and decoding the greater-than-one flag may depend
on its location in the block.

[0055] Inafurther embodiment, the context may depend on
the position of the greater-than-one flag in the sequence of
greater-than-one flags. For example, the context may depend
on the index idx.

[0056] In another embodiment, a factor or parameter used
in context determination for coding greater-than-one flags
may be the position of the last non-zero coefficient in the
coefficient group. Empirical testing shows that the position of
the last non-zero coefficient in the coefficient group correlates
to an estimate of the number of trailing ones from that non-
zero coefficient. In other words, the position of the last non-
zero coetlicient correlates to the likely number of subsequent
grl1=0 flags. Therefore, the position of the last non-zero coet-
ficient can be a factor in determining context for coding of
those greater-than-one flags. In this discussion, the “position
of the last non-zero coefficient” refers to the position of the
last non-zero coefficient in the scan order.

[0057] In yet another embodiment, a factor or parameter
used in context determination for coding greater-than-one
flags may be the length of the zero run (if any) immediately
preceding the current greater-than-one flag in scan order. That
is, the likelihood of the greater-than-one flag being 0 or 1 may
be correlated to whether there is a zero coefficient (i.e. sig-
nificant-coefficient flag=0) immediately preceding the cur-
rent greater-than-one flag in the scan order and, if so, the
length of the run of consecutive zero coefficients (significant-
coefficient flags=0) preceding the current greater-than-one
flag.

[0058] As an example, if the coefficients of a coefficient
group are (in scan order from bottom right to top left):

0,0,0,0,1,0,1,0,0,0,1,0,0,2, 1,3
[0059] then the non-zero coefficients 1, 1, 1, 2, 1, 3 will

each result in coding of a greater-than-one flag. The context
for coding each greater-than-one flag may depend on the
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number of consecutive zeros preceding the greater-than-one
flag. In the above example, the zero runs corresponding to the
greater-than-one flags are: 4, 1,3, 2, 0, 0. These values may be
factors in determining context for coding the corresponding
greater-than-one flag.

[0060] Inyetanother embodiment, another possible factor
or parameter that may be used in determining context for
coding of greater-than-one flags is the number of non-zero
coefficients in the coefficient group. A greater number of
non-zero coefficients in the coefficient group is correlated to
a higher likelihood that coefficients are greater than one.
Note, however, that the use of the number of non-zero may
pose issues for current proposed designs of rate-distortion
optimized quantization at the encoder. Nevertheless, if
RDOQ is not implemented (or is turned off), or if RDOQ is
redesigned, then the number of non-zero coefficients is infor-
mation available for greater-than-one context determination.
Possible RDOQ redesigns may include incorporating the dif-
ferent greater-than-one context possibilities into the RDOQ
using a trellis. Another possible redesign is to use speculative
coding.

[0061] Insome embodiments, more than one of the forego-
ing factors or parameters may be used in determining context
for coding greater-than-one flags. For example, the context
determination may take into account both the position of the
last non-zero in the coefficient group and the position of the
greater-than-one flag in the sequence of greater-than-one
flags. In another example, the context determination may take
into account the position of the last non-zero in the coefficient
group and the number of zero coefficients preceding the cur-
rent greater-than-one flag in the scan order. In one further
example, the context determination may take into account the
length of the zero run immediately preceding the current
greater-than-one flag in scan order and the position of the
greater-than-one flag in the sequence of greater-than-one
flags. Other combinations are also possible.

[0062] It has also been observed that the likelihood of
greater-than-one coefficients is correlated to whether a
greater-than-one coefficient was encountered in the preced-
ing coefficient group. In some cases, the correlation is based
on how many greater-than-one coefficients were encountered
in the preceding coefficient group. For example, if more than
a threshold number of greater-than-one flags were observed
in the previous coefficient group, then it may result in selec-
tion of a different context set than would otherwise be used.
[0063] It will be understood that in determining context for
greater-than-one flag coding there may be two or more con-
text sets, which might or might not overlap. Each context set
contains a set of contexts, and one of those contexts is used of
the coding of each greater-than-one flag. The context set used
for coding the greater-than-one flags of coefficient group is
selected using a factor or parameter or threshold test. The
context set selection may be based upon the number of
greater-than-one flags observed in the previous coefficient
group, for example. In another example, the context set selec-
tion may be based upon the position of the coefficient group
in the transform unit. In some cases, the context set selection
may also be dependent upon whether the coefficient group
contains luma data or chroma data.

[0064] Once a context set is selected, that set of contexts is
used for coding the greater-than-one flags of that coefficient
group. The example factors or parameters described above for
determining context may then be used to determine which
context from the context set to use for coding each greater-
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than-one flag. As mentioned earlier, the example parameters
and factors described above avoid data dependency amongst
the greater-than-one flags so as to enable parallelism in con-
text determination and, thus, greater-than-one flag coding.
[0065] Reference is now made to FIG. 3, which shows, in
flowchart form, an example process 100 for reconstructing
greater-than-one flags in a video decoder from a bitstream of
encoded video data for a coefficient group in a transform unit.
It will be appreciated that the present process 100 presumes
that the significant-coefficient flags of the coefficient group
have been decoded. The example process 100 may include
selecting a context set in operation 102. In some implemen-
tations, there may be only one context set, in which case
operation 102 may be eliminated.

[0066] In operation 104, an index, idx, or count of greater-
than-one flags is initialized (in this example, the index is
initialized as idx=0).

[0067] Operation 106 involves selecting a context from the
context set for decoding the current greater-than-one flag. The
context is selected based upon the idx. That is, the selection of
the context is based upon the position of the greater-than-one
flag in the sequence of greater-than-one flags for this coeffi-
cient group. Put another way, the context is selected based
upon the number of greater-than-one flags preceding the cur-
rent greater-than-one flag in the sequence.

[0068] Inone example implementation, in which there are
four contexts, the context selection based on position in the
sequence may be made in accordance with:

[el, e2,¢3, ¢3, ¢3, c0, 0, c0]

[0069] The greater-than-one flag is then decoded from the
bitstream based upon the selected context in operation 108.
This may further include updating the selected context based
upon the value of the decoded flag. In operation 110, the
decoder determines whether this is the last greater-than-one
flag of the sequence and, if not, then in operation 112 the
index idx is incremented and the decoder returns to operation
106.

[0070] It will be appreciated that, for ease of illustration,
operations 106, 108, 110, and 112 are depicted in FIG. 3 as a
loop in which the context for decoding each greater-than-one
flag is determined after decoding of the previous greater-than-
one flag in the loop, but in other embodiments, the context
determination does not need to be in the loop and may be
determined in parallel for all greater-than-one flags of the
sequence before the decoding operation.

[0071] FIG. 4 shows another example process 200 for
reconstructing greater-than-one flags in a video decoder from
a bitstream of encoded video data for a coefficient group in a
transform unit. It will be appreciated that the present example
process 200 presumes that the significant-coefficient flags of
the coeficient group have been decoded. The example pro-
cess 200 shown in flowchart form in FIG. 4 illustrates the
parallel determination of context prior to decoding of the
greater-than-one flags.

[0072] The example process 200 may include selecting a
context set in operation 202. In some embodiments, context
set selection may be based upon the position of the coefficient
group in the transform unit, the number of greater-than-one
flags observed in the preceding coefficient group, or both.
[0073] Having decoded the significance map, the decoder
knows the number of non-zero coefficients in the coefficient
group and, thus, the number of greater-than-one flags
encoded in the bitstream. In operation 206, the decoder
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selects the context for decoding each of the greater-than-one
flags in the sequence of greater-than-one flags. In particular,
for each greater-than-one flag, a context from the context set
is selected based upon the position of the greater-than-one
flag in the sequence and based upon the position of the last
significant coefficient in the scan order (i.e. in the coefficient
group).

[0074] Once the contexts for decoding the greater-than-one
flags of the sequence are selected, then in operation 208 each
greater-than-one flag is decoded using its selected context.

[0075] Below is an example table for determining context
based on position of the greater-than-one flag in the sequence
and the position of the last non-zero coefficient in the coeffi-
cient group.

TABLE 1

Context selection for coding greater-than-one flags

Position
of the Context selection for Grl, ( bin0 to bin7)

lastNZ Bin0 Binl Bin2 Bin3 Bin4 Bin5 Bin6é Bin7

0,1 1 2 0 0 0 0 0 0
2,3 1 2 3 3 0 0 0 0
4,5 1 2 3 3 3 0 0 0
6,7,8,9 1 2 3 3 3 0 0 0
10,11 1 2 3 3 3 0 0 0
12,13 1 2 3 3 3 0 0 0
14,15 1 2 3 3 3 0 0 0
[0076] Table 1 may be for a context set selected when the

preceding coefficient group did not contain any greater-than-
one coefficients.

[0077] Another example table is below for determining
context based on position of the greater-than-one flag in the
sequence and the position of the last non-zero coefficient in
the coefficient group.

TABLE 2

Context selection for coding greater-than-one flags

Position
of the Context selection for Grl, ( bin0 to bin7)

lastNZ Bin0 Binl Bin2 Bin3 Bin4 Bin5 Bin6é Bin7

0,1 1 0 0 0 0 0 0 0
2,3 1 2 0 0 0 0 0 0
4,5 1 2 3 0 0 0 0 0
67,89 1 2 3 3 0 0 0 0
10,11 1 2 3 0 0 0 0 0
12,13 1 2 0 0 0 0 0 0
14,15 1 0 0 0 0 0 0 0
[0078] Table 2 may be used, for example, in selecting a

context from within a context set selected when the preceding
coefficient group did contain at least one greater-than-one
coefficients.

[0079] The foregoing tables are examples. In some cases,
the context sets may contain more than four or fewer than four
contexts.

[0080] Example syntax for one example implementation of
the decoding process is detailed below. Inputs to this example
process are the colour component index cldx, the 16 coeffi-
cient subset index i, and the current coefficient scan index n
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within the current subset (e.g. coefficient group). Output of
this process is the context selection, as indicated by the vari-
able ctxIdxInc.

[0081] Thevariable ctxSet specifies the current context set.
Ifnisequal to 15 or all previous syntax elements coeff
tevel 00001 _tlag[pos] with pos greater than n are derived to
be equal to O instead of being explicitly parsed, then the

variable ctxSet is determined as follows:

[0082] 1. To initialize ctxSet, if the current subset index
iis equal to O or cldx is greater than 0, then ctxSet=0.
Otherwise (i is greater than O and cldx is equal to 0), then
ctxSet=2.

[0083] 2. When the subset i is not the first one to be
processed in this transform unit, the following applies:

[0084] The variable numGreaterl is set equal to the
variable numGreaterl that has been derived during
the processing of the syntax element coeff_abs_level
greater2_flag for the subset i+1.

[0085] When (numGreater1>>1)is greater than 0, ctx-
Set is incremented by one.

[0086] Ifcoeft abs_level_greater]l_flag[n]is notthe firstto
be parsed within the current subset (i.e. coefficient group)
then the variable ctxSet is set equal to the variable ctxSet
derived or determined in connection with the preceding
greater-than-one flag. The selection of a context from that
context set is then made using the following process:

[0087] 1.IfctxSetis O or2, greaterl Ctx is derived using
gr1Ctx_ 0_ 2[] specified in Table 3 as follows:

greater] Ctx=grl Ctx__0_ 2[idx]
[0088] where idx is the index (0 . . . 7) of the syntax

element coeff_abs_level_greaterl_flag in the current
coefficient group.

[0089] 2. Otherwise, greaterlCtx is derived using
gr1Ctx__1_ 3[] specified in Table 4 as follows:

greater] Ctx=gr1 Ctx__1_ 3[lastNZPosInCG][idx]
[0090] where lastNZPosInCG is the last nonzero posi-
tion in coefficient group.

[0091] The context index increment ctxIdxInc is derived
using the current context set ctxSet and the current context
greater1Ctx as follows:

ctxIdxInc=(ctxSet*4)+Min(3, greaterl Ctx)

[0092]
follows:

When cldx is greater than 0, ctxIdxInc is modified as

ctxIdxInc=ctxIdxInc+16
[0093] The example tables used in this process for deter-

mining the variable greater1 Ctx, which is used to select the
context from within the context set, are shown below.

TABLE 3

Specification of gr1Ctx_0_ 2[idx]

idx 0 1 2 3 4 5 6 7

grlCx_0_2[idx] 1 2 3 3 3 0 0 0
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TABLE 4

Specification of gr1Ctx_ 1 3[lastNZPosInCG][idx]

idx

\
—_
Ko
w
N
w
[N
~

Position of 0,1, 14, 15 1 0 0 0 0 0 0 O

the last NZ 2,3, 12, 13 1 2 0 0 0 0 0 O
4,5,10, 11 1 2 3 0 0 0 0 O
6,7,8,9 1 2 3 3 0 0 0 O

[0094] Reference is now made to FIG. 6, which shows a

simplified block diagram of an example embodiment of an
encoder 900. The encoder 900 includes a processor 902,
memory 904, and an encoding application 906. The encoding
application 906 may include a computer program or applica-
tion stored in memory 904 and containing instructions for
configuring the processor 902 to perform operations such as
those described herein. For example, the encoding applica-
tion 906 may encode and output bitstreams encoded in accor-
dance with the processes described herein. It will be under-
stood that the encoding application 906 may be stored inon a
computer readable medium, such as a compact disc, flash
memory device, random access memory, hard drive, etc.

[0095] Reference is now also made to FIG. 7, which shows
a simplified block diagram of an example embodiment of a
decoder 1000. The decoder 1000 includes a processor 1002, a
memory 1004, and a decoding application 1006. The decod-
ing application 1006 may include a computer program or
application stored in memory 1004 and containing instruc-
tions for configuring the processor 1002 to perform opera-
tions such as those described herein. The decoding applica-
tion 1006 may include an entropy decoder configured to
reconstruct residuals based, at least in part, on reconstructing
significant-coefficient flags, as described herein. It will be
understood that the decoding application 1006 may be stored
in on a computer readable medium, such as a compact disc,
flash memory device, random access memory, hard drive, etc.

[0096] It will be appreciated that the decoder and/or
encoder according to the present application may be imple-
mented in a number of computing devices, including, without
limitation, servers, suitably programmed general purpose
computers, audio/video encoding and playback devices, set-
top television boxes, television broadcast equipment, and
mobile devices. The decoder or encoder may be implemented
by way of software containing instructions for configuring a
processor to carry out the functions described herein. The
software instructions may be stored on any suitable non-
transitory computer-readable memory, including CDs, RAM,
ROM, Flash memory, etc.

[0097] It will be understood that the encoder described
herein and the module, routine, process, thread, or other soft-
ware component implementing the described method/pro-
cess for configuring the encoder may be realized using stan-
dard computer programming techniques and languages. The
present application is not limited to particular processors,
computer languages, computer programming conventions,
data structures, other such implementation details. Those
skilled in the art will recognize that the described processes
may be implemented as a part of computer-executable code
stored in volatile or non-volatile memory, as part of an appli-
cation-specific integrated chip (ASIC), etc.

Jan. 2, 2014

[0098] Certain adaptations and modifications of the
described embodiments can be made. Therefore, the above
discussed embodiments are considered to be illustrative and
not restrictive.

What is claimed is:

1. A method of reconstructing, in a video decoder, greater-
than-one flags from a bitstream of encoded video data for a
coefficient group in a transform unit, the method comprising:

selecting a context set for decoding a sequence of greater-

than-one flags for that coefficient group; and

for each greater-than-one flag in the sequence,

selecting a context within the selected context set based
upon a position of that greater-than-one flag in the
sequence, and

decoding that greater-than-one flag from the encoded
video data using the selected context.

2. The method claimed in claim 1, wherein the position is
based on the number of greater-than-one flags previous to that
greater-than-one flag in the sequence.

3. The method claimed in claim 1, wherein selecting a
context within the selected context set is further based upon a
position of a last significant coefficient in the coefficient
group in a scan order.

4. The method claimed in claim 3, wherein selecting a
context set comprises selecting a context set from among a
plurality of context sets including a first context set and a
second context set, and wherein a mapping of contexts in the
first context set to the position of the greater-than-one flag and
the position of the last significant coefficient is different from
a mapping of contexts in the second context set.

5. The method claimed in claim 1, wherein selecting a
context within the selected context set is further based upon a
count of non-zero coefficients in the coefficient group.

6. The method claimed in claim 1, wherein selecting a
context within the selected context set is further based upon a
count of consecutive zeros preceding that greater-than-one
flag in a scan order.

7. The method claimed in claim 1, wherein selecting a
context for each greater-than-one flag is performed in parallel
for all greater-than-one flags in the sequence.

8. The method claimed in claim 1, wherein selecting a
context set comprises selecting the context set based on a
count of greater-than-one flags decoded in reconstructing the
preceding coefficient group.

9. The method claimed in claim 1, wherein selecting a
context set comprises selecting the context set based on the
position of the coefficient group within the transform unit.

10. A video decoder for reconstructing greater-than-one
flags from a bitstream of encoded video data for a coefficient
group in a transform unit, the video decoder comprising:

a processor;

a memory; and

a decoding application stored in memory and containing

instructions for configuring the processor to:
select a context set for decoding a sequence of greater-
than-one flags for that coefficient group; and
for each greater-than-one flag in the sequence,
select a context within the selected context set based
upon a position of that greater-than-one flag in the
sequence, and
decode that greater-than-one flag from the encoded
video data using the selected context.
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11. The video decoder claimed in claim 10, wherein the
position is based on the number of greater-than-one flags
previous to that greater-than-one flag in the sequence.

12. The video decoder claimed in claim 10, wherein the
processor is configured to select a context within the selected
context set further based upon a position of a last significant
coefficient in the coefficient group in a scan order.

13. The video decoder claimed in claim 12, wherein the
processor is configured to select a context set by selecting a
context set from among a plurality of context sets including a
first context set and a second context set, and wherein a
mapping of contexts in the first context set to the position of
the greater-than-one flag and the position of the last signifi-
cant coefficient is different from a mapping of contexts in the
second context set.

14. The video decoder claimed in claim 10, wherein the
processor is configured to select a context within the selected
context set further based upon a count of non-zero coeffi-
cients in the coefficient group.

15. The video decoder claimed in claim 10, wherein the
processor is configured to select a context within the selected
context set further based upon a count of consecutive zeros
preceding that greater-than-one flag in a scan order.

16. The video decoder claimed in claim 10, wherein the
processor is configured to select a context for each greater-
than-one flag in parallel for all greater-than-one flags in the
sequence.
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17. The video decoder claimed in claim 10, wherein the
processor is configured to select a context set by selecting the
context set based on a count of greater-than-one flags decoded
in reconstructing the preceding coefficient group.

18. The video decoder claimed in claim 10, wherein the
processor is configured to select a context set by selecting the
context set based on the position of the coefficient group
within the transform unit.

19. A method of encoding video data in a video encoder by
encoding greater-than-one flags for a coefficient group in a
transform unit, the method comprising:

selecting a context set for encoding a sequence of greater-
than-one flags for that coefficient group; and

for each greater-than-one flag in the sequence,

selecting a context within the selected context set based
upon a position of that greater-than-one flag in the
sequence, and

encoding that greater-than-one flag from the encoded
video data using the selected context.

20. A non-transitory processor-readable medium storing
processor-executable instructions which, when executed,
configures one or more processors to perform the method
claimed in claim 1.



