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(54) SPEECH RECOGNITION USING ELECTRONIC DEVICE AND SERVER

(57) An electronic device is provided. The electronic
device includes a processor configured to perform auto-
matic speech recognition (ASR) on a speech input by
using a speech recognition model that is stored in a mem-
ory and a communication module configured to provide
the speech input to a server and receive a speech in-

struction, which corresponds to the speech input, from
the server. The electronic device may perform different
operations according to a confidence score of a result of
the ASR. Besides, it may be permissible to prepare other
various embodiments speculated through the specifica-
tion.
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Description

PRIORITY

[0001] This application claims priority to U.S. Provi-
sional Application No. 61/976,142, filed on April 7, 2014
and Korean Patent Application No. 10-2015-0038857,
filed March 20, 2015 the content of which is incorporated
herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

[0002] The present disclosure relates to a technology
for executing speech instructions to speech inputs of us-
ers by using a speech recognition model, which is
equipped in an electronic device, and a speech recogni-
tion model available in a server.

2. Background of the Invention

[0003] In addition to traditional input methods of using
a keyboard or a mouse, recent electronic devices may
support input operations using speech. For example,
electronic devices such as smart phones or tablet com-
puters may perform an operation of analyzing a user’s
speech that is input during a specific function (e.g., S-
Voice or Siri), converting the speech into text, or execut-
ing a function corresponding to the speech. Some elec-
tronic devices may normally remain in an always-on state
for speech recognition such that they may awake or be
unlocked upon detection of speech, and perform func-
tions of Internet surfing, telephone conversations,
SMS/e-mail readings, etc.
[0004] Although many technologies have been pro-
posed for speech recognition, it is inevitable to encounter
limitations to speech recognition in electronic devices.
For example, electronic devices may use speech recog-
nition models, which are embedded therein, for quick re-
sponse to speech recognition. However, the capacities
of electronic devices are limited which may cause a re-
striction in the number or kinds of recognizable speech
inputs.
[0005] To obtain more accurate and reliable results for
speech recognition, electronic devices may transmit
speech inputs to a server to request the server to recog-
nize the speech inputs, provide results which are fed back
from the server, or perform specific operations with ref-
erence to the fed-back results. However, that manner
could increase an amount of communication traffic
through the electronic devices and cause relatively slow
response rates.
[0006] The above information is presented as back-
ground information only to assist with an understanding
of the present disclosure. No determination has been
made, and no assertion is made, as to whether any of
the above might be applicable as prior art with regard to

the present disclosure.

SUMMARY OF THE INVENTION

[0007] Aspects of the present disclosure are to address
at least the above-mentioned problems and/or disadvan-
tages and to provide at least the advantages described
below. Accordingly, an aspect of the present disclosure
is to provide a speech recognition method capable of
utilizing two or more different speech recognition capa-
bilities or models to diminish inefficiency that may be en-
countered during the aforementioned diverse situations.
[0008] In accordance with an aspect of the present dis-
closure, an electronic device is provided. The electronic
device includes a processor configured to perform an
automatic speech recognition (ASR) on a speech input
by using a speech recognition model that is stored in a
memory, and a communication module configured to pro-
vide the speech input to a server and receive a speech
instruction, which corresponds to the speech input, from
the server. The processor may further perform an oper-
ation corresponding to a result of the ASR if a confidence
score of the ASR result is higher than a first threshold,
and provide a feedback if a confidence score of the ASR
result is lower than a second threshold.
[0009] In accordance with another aspect of the
present disclosure, a method of executing speech rec-
ognition in an electronic device is provided. The method
includes obtaining a speech input from a user, generating
a speech signal corresponding to the obtained speech,
performing first speech recognition on at least a part of
the speech signal, acquiring first operation information
and a first confidence score, transmitting at least a part
of the speech signal to a server for second speech rec-
ognition, receiving second operation information, which
corresponds to the transmitted signal, from the server,
performing a function corresponding to the first operation
information if the first confidence score is higher than a
first threshold value, providing a feedback if the first con-
fidence score is lower than a second threshold value,
and performing a function corresponding to the second
operation information if the first confidence score is be-
tween the first threshold value and second threshold val-
ue.
[0010] In accordance with an aspect of the present dis-
closure, it may be advantageous to increase a response
rate and accuracy by executing speech recognition by
using a speech recognition model, which is prepared for
an electronic device in itself, and using a result of speech
recognition supplementary from a server which refers to
a result of the speech recognition by the speech recog-
nition model.
[0011] Additionally, it may be permissible to compare
results of speech recognition between an electronic de-
vice and a server, and reflect a result of the comparison
to a speech recognition model or algorithm. Then, it may
be possible to continuously improve accuracy and re-
sponse rate to permit repetitive speech recognition.

1 2 



EP 2 930 716 A1

3

5

10

15

20

25

30

35

40

45

50

55

[0012] Other aspects, advantages, and salient fea-
tures of the disclosure will become apparent to those
skilled in the art from the following detailed description,
which, taken in conjunction with the annexed drawings,
discloses various embodiments of the present disclo-
sure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The above and other aspects, features, and ad-
vantages of certain embodiments of the present disclo-
sure will be more apparent from the following description
taken in conjunction with the accompanying drawings, in
which:

FIG. 1 is a block diagram illustrating an electronic
device and a server, which is connected to the elec-
tronic device through a network, according to an em-
bodiment of the present disclosure;

FIG. 2 is a block diagram illustrating an electronic
device and a server according to embodiment of the
present disclosure;

FIG. 3 is a flowchart showing a speech recognition
method according to an embodiment of the present
disclosure;

FIG. 4 is a flowchart showing a speech recognition
method according to embodiment of the present dis-
closure;

FIG. 5 is a flowchart showing a method of updating
a threshold according to an embodiment of the
present disclosure;

FIG. 6 is a flowchart showing a method of updating
a speech recognition model according to an embod-
iment of the present disclosure;

FIG. 7 is a block diagram illustrating an electronic
device in a network environment according to an em-
bodiment of the present disclosure; and

FIG. 8 is a block diagram illustrating an electronic
device according to an embodiment of the present
disclosure.

[0014] Throughout the drawings, it should be noted
that like reference numbers are used to depict the same
or similar elements, features, and structures.

DETAILED DESCRIPTION OF EMBODIMENTS OF 
THE PRESENT INVENTION

[0015] The following description with reference to the
accompanying drawings is provided to assist in a com-
prehensive understanding of various embodiments of the

present disclosure as defined by the claims and their
equivalents. It includes various specific details to assist
in that understanding but these are to be regarded as
merely exemplary. Accordingly, those of ordinary skill in
the art will recognize that various changes and modifica-
tions of the various embodiments described herein can
be made without departing from the scope and spirit of
the present disclosure. In addition, descriptions of well-
known functions and constructions may be omitted for
clarity and conciseness.
[0016] The terms and words used in the following de-
scription and claims are not limited to the bibliographical
meanings, but, are merely used by the inventor to enable
a clear and consistent understanding of the present dis-
closure. Accordingly, it should be apparent to those
skilled in the art that the following description of various
embodiments of the present disclosure is provided for
illustration purpose only and not for the purpose of limiting
the present disclosure as defined by the appended claims
and their equivalents.
[0017] It is to be understood that the singular forms "a,"
"an," and "the" include plural referents unless the context
clearly dictates otherwise. Thus, for example, reference
to "a component surface" includes reference to one or
more of such surfaces.
[0018] As used herein, the terms "have," "may have,"
"include/comprise," or "may include/comprise" indicate
the existence of a corresponding feature (e.g., numerical
values, functions, operations, or components/elements)
but do not exclude the existence of other features.
[0019] As used herein, the terms "A or B," "at least one
of A or/and B," or "one or more of A or/and B" may include
all allowable combinations. For instance, the terms "at
least one of A and B" or "at least one of A or B" may
indicate (1) to include at least one A, (2) to include at
least one B, or (3) to include both at least one A and at
least one B.
[0020] As used herein, the terms such as "1st," "2nd,"
"first," "second," and the like used herein may refer to
modifying various different elements of various embodi-
ments, but do not limit the elements. For instance, such
terms do not limit the order and/or priority of the elements.
Furthermore, such terms may be used to distinguish one
element from another element. For instance, both "a first
user device" and "a second user device" indicate a user
device but indicate different user devices from each other
For example, a first component may be referred to as a
second component and vice versa without departing from
the scope of the present disclosure.
[0021] As used herein, when one element (e.g., a first
element) is referred to as being "operatively or commu-
nicatively connected with/to" or "connected with/to" an-
other element (e.g., a second element), it should be un-
derstood that the former may be directly coupled with the
latter, or connected with the latter via an intervening el-
ement (e.g., a third element). But, it will be understood
that when one element is referred to as being "directly
coupled" or "directly connected" with another element, it
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means that there any intervening element is not existed
between them.
[0022] In the description or claims, the term "config-
ured to" (or "set to") may be changeable with other im-
plicative meanings such as "suitable for," "having the ca-
pacity of," "designed to," "adapted to," "made to," or "ca-
pable of," and may not simply indicate "specifically de-
signed to." Alternatively, in some circumstances, a term
such as "a device configured to" may indicate that the
device "may do" something together with other devices
or components. For instance, the term "a processor con-
figured to (or set to) perform A, B, and C" may indicate
a generic-purpose processor (e.g., CPU or application
processor) capable of performing its relevant operations
by executing one or more software or programs stored
in an exclusive processor (e.g., embedded processor),
which is prepared for the operations, or in a memory.
[0023] The terms in this specification are used to de-
scribe embodiments of the present disclosure and are
not intended to limit the scope of the present disclosure.
The terms of a singular form may include plural forms
unless otherwise specified. Unless otherwise defined, all
the terms used herein, which include technical or scien-
tific terms, may have the same meaning that is generally
understood by a person skilled in the art. It will be further
understood that terms, which are defined in a dictionary
and commonly used, should also be interpreted as is
customary in the relevantly related art and not in an ide-
alized or overly formal sense unless expressly so defined
herein in various embodiments of the present disclosure.
In some cases, terms even defined in the specification
may not be understood as excluding embodiments of the
present disclosure.
[0024] Hereinafter, an electronic device according to
various embodiments of the present disclosure will be
described in more detail with reference to the accompa-
nied drawings. In the following description, the term "us-
er" in various embodiments may refer to a person using
an electronic device or a device using an electronic de-
vice (for example, an artificial intelligent electronic de-
vice).
[0025] FIG. 1 is a block diagram illustrating an elec-
tronic device and a server, which is connected with the
electronic device through a network, according to an em-
bodiment of the present disclosure.
[0026] Referring to FIG. 1, the electronic device may
include a configuration such as a user equipment (UE)
100. For example, the UE 100 may include a microphone
(microphone) 110, a controller 120, an Automatic Speech
Recognition (ASR) module 130, an ASR model 140, a
transceiver 150, a speaker 170, and a display 180. The
configuration of the UE 100 shown in FIG. 1 is provided
as an example. Thus, it may be modified by way of various
alternative embodiments of the present disclosure. For
instance, the electronic device may include a configura-
tion such as a UE 101 shown in FIG. 2, an electronic
device 701 shown in FIG. 7, or an electronic device 800
shown in FIG. 8, or may be properly modified with those

configurations. Hereinafter, various embodiments of the
present disclosure will be described with reference to the
UE 100.
[0027] The UE 100 may obtain a speech input through
the microphone 110 from a user. For instance, if a user
executes an application which is relevant to speech rec-
ognition, or if an operation of speech recognition is in
activation, the user’s speech may be obtained by the mi-
crophone 110. The microphone 110 may include an an-
alog-digital converter (ADC) to convert an analog signal
into a digital signal. In some embodiments, an ADC, a
digital-analog converter (DAC), a circuit processing di-
verse signals, or a pre-processing circuit may be included
in the controller 120.
[0028] The controller 120 may provide a speech input,
which is obtained by the microphone 110, and an audio
signal (or speech signal), which is generated from a
speech input, to the ASR module 130 and the transceiver
150. An audio signal provided to the ASR module 130
by the controller 120 may be a signal which is pre-proc-
essed for speech recognition. For instance, an audio sig-
nal may be a signal which is noise-filtered or processed
to be pertinent to human voice by an equalizer. Other-
wise, a signal provided to the transceiver 150 by the con-
troller 120 may be a speech input itself. Different from
the ASR module 130, the controller 120 may transmit
original speech data to the transceiver 150 to control a
server 200 to work with a pertinent or more functional
audio signal processing operation.
[0029] The controller 120 may control general opera-
tions of the UE 100. For instance, the controller 120 may
control an operation for a speech input from a user, an
operation of speech recognition, and execution of func-
tions according to speech recognition.
[0030] The ASR module 130 may perform speech rec-
ognition on an audio signal which is provided from the
controller 120. The ASR module 130 may perform func-
tions of isolated word recognition, connected word rec-
ognition, and large vocabulary recognition. The ASR per-
formed by the ASR module 130 may be implemented in
a speaker-independent or speaker-dependent type. The
ASR module 130 may not be limited to a single speech
recognition engine, and may be formed of two or more
speech recognition engines. Additionally, if the ASR
module 130 includes a plurality of speech recognition
engines, each speech recognition engine may be differ-
ent one another in direction of recognition. For instance,
one speech recognition engine may recognize wakeup
speech, e.g., "Hi. Galaxy," for activating an ASR function,
while the other speech recognition engine may recognize
command speech, e.g., "Read a recent e-mail." The ASR
module 130 may perform speech recognition with refer-
ence to the ASR model 140. Therefore, it may be per-
missible to determine a range (e.g., kind or number) of
speech input which is recognizable by the ASR model
140. The aforementioned description about the ASR
module 130 may be applicable even to an ASR module
230 belonging to the server 200 which will be described
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later.
[0031] The ASR module 130 may convert a speech
input into a text. The ASR module 130 may determine
an operation or function which is to be performed by the
electronic device in response to a speech input. Addi-
tionally, the ASR module 130 may determine a confi-
dence score or score of a result of ASR.
[0032] The ASR model 140 may include grammar.
Here, grammar may include various types of grammar,
which is statistically generated through a user’s input or
on the World Wide Web in addition to linguistic grammar.
In various embodiments of the present disclosure, the
ASR model 140 may include an acoustic model, and a
language model. Otherwise, the ASR model 140 may be
a speech recognition model which is used for isolated
word recognition. In various embodiments of the present
disclosure, the ASR model 140 may include a recognition
model for performing speech recognition in a pertinent
level in consideration of arithmetic and storage capacities
of the UE 100. For instance, the grammar may, regard-
less of linguistic grammar, include grammar for a desig-
nated instruction structure. For example, "call [user
name]" corresponds to grammar for sending a call to a
user of [user name], and may be included in the ASR
model 140.
[0033] The transceiver 150 may transmit a speech sig-
nal, which is provided from the controller 120, to the serv-
er 200 by way of a network 10. Additionally, the trans-
ceiver 150 may receive a result of speech recognition,
which corresponds to the transmitted speech signal, from
the server 200.
[0034] The speaker 170 and the display 110 may be
used for interacting with a user’s input. For instance, if a
speech input is provided from a user through the micro-
phone 110, a result of speech recognition may be ex-
pressed in the display 180 and output through the speak-
er 170. Needless to say, the speaker 170 and the display
180 may also perform general functions of outputting
sound and a screen in the UE 100.
[0035] The server 200 may include a configuration for
performing speech recognition with a speech input which
is provided from the UE 100 by way of the network 20.
Then, partial elements of the server 200 may correspond
to the UE 100. For instance, the server 200 may include
a transceiver 210, a controller 220, the ASR module 230,
and an ASR model 240. Additionally, the server 200 may
further include an ASR model converter 250, or a natural
language processing (NLP) unit 260.
[0036] The controller 220 may control functional mod-
ules for performing speech recognition in the server 200.
For instance, the controller 220 may be coupled with the
ASR module 230 and/or the NLP 260. Additionally, the
controller 220 may cooperate with the UE 100 to perform
a function relevant to recognition model update. Addi-
tionally, the controller 220 may perform a pre-processing
operation with a speech signal, which is transmitted by
way of the network 10, and provide a pre-processed
speech signal to the ASR module 230. This pre-process-

ing operation may be different from the pre-processing
operation, which is performed in the UE 100, in type or
effect. In some embodiments, the controller 220 of the
server 200 may be referred to as an orchestrator.
[0037] The ASR module 230 may perform speech rec-
ognition with a speech signal which is provided from the
controller 220. The above description regarding the ASR
module 130 may be at least partially applied to the ASR
module 230. While the ASR module 230 for the server
200 and the ASR module 130 for the UE 100 are de-
scribed as performing partially similar functions, they may
be different each other in functional boundary or algo-
rithm. The ASR module 230 may perform speech recog-
nition with reference to the ASR model 130, and then
generate a result that is different from a speech recog-
nition result of the ASR module 130 of the UE 100. In
more detail, the server 200 may generate a recognition
result through the ASR module 230 and the NLP 260 by
means of speech recognition, natural language under-
standing (NLU), Dialog Management (DM), or a combi-
nation thereof, while the UE 100 may generate a recog-
nition result through the ASR module 130. For instance,
first operation information and a first confidence score
may be determined after an ASR operation of the ASR
module 130, and second operation information and a
second confidence score may be determined after an
ASR operation of the ASR module 230. In some embod-
iments, results from the ASR modules 130 and 230 may
be identical to each other, or may be different in at least
one part. For instance, the first operation information cor-
responds to the second operation information, but the
first confidence score may be higher than the second
confidence score. In various embodiments of the present
disclosure, an ASR operation performed by the ASR
module 130 of the UE 100 may be referred to as "first
speech recognition" while an ASR operation performed
by the ASR module 230 of the server 200 may be referred
to as "second speech recognition."
[0038] In various embodiments of the present disclo-
sure, if the first speech recognition performed by the ASR
module 130 is different from the second speech recog-
nition performed by the ASR module 230 in algorithm or
in usage model, the ASR model converter 250 may be
included in the server 200 to change a model type be-
tween them.
[0039] Additionally, the server 200 may include the
NLP 260 for sensing a user’s intention and determining
a function, which is to be performed, with reference to a
recognition result of the ASR module 230. The NLP 260
may perform natural word understanding, which me-
chanically analyzes an effect of words spoken by humans
and then makes the words into computer-recognizable
words, or reversely, a natural word processing that ex-
presses human-understandable words from the compu-
ter-recognizable words.
[0040] FIG. 2 is a block diagram illustrating an elec-
tronic device and a server according to embodiment of
the present disclosure.
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[0041] Referring to FIG. 2, an electronic device is ex-
emplified in a configuration different from that of FIG. 1.
However, a speech recognition method disclosed in this
specification may also be performed by an electronic de-
vice/user equipment shown in FIG. 1, FIG. 2, FIG. 7, or
FIG. 8, some of which will be described below, by another
device which can be modifiable or variable from the elec-
tronic device/user equipment.
[0042] Referring to FIG. 2, a UE 101 may include a
processor 121 and a memory 141. The processor 121
may include an ASR engine 131 for performing speech
recognition. The memory 141 may store an ASR model
143 which is used by the ASR engine 131 to perform
speech recognition. For instance, considering functions
performed by elements of the configuration, it can be
seen that the processor 121, the ASR engine 131, and
the ASR model (or the memory 141) of FIG. 2 may cor-
respond respectively with the controller 120, the ASR
model 130, and the ASR model 140 of FIG. 1. Thus, a
duplicative description will not be further offered herein-
after.
[0043] The UE 101 may obtain a speech input from a
user by using a speech recognition (i.e., acquisition)
module 111 (e.g., the microphone 110). The processor
121 may perform an ASR operation to the obtained
speech input by means of the ASR model 143 which is
stored in the memory 141. Additionally, the UE 101 may
provide a speech input to the server 200 by way of a
communication module 151, and receive a speech in-
struction (e.g., a second operation information), which
corresponds to an speech input, from the server 200.
The UE 101 may output a speech recognition result,
which is acquisitive by the ASR engine 131 and the server
200, through a display 181 (or speaker).
[0044] Hereinafter, diverse speech recognition meth-
ods will be described on a UE 100 in conjunction with
FIGS. 3 to 6.
[0045] FIG. 3 is a flowchart showing a speech recog-
nition method according to an embodiment of the present
disclosure.
[0046] Referring to FIG. 3, the UE 100 may obtain a
user’s speech input by using a speech acquisition module
such as microphone in operation 301. This operation may
be performed in the state that the user executes a specific
function or application which is relevant to speech rec-
ognition. But in some embodiments, speech recognition
of the UE 100 may be conditioned in an always-on state
(e.g., the microphone is normally turned on), for which
operation 301 may be normally active to a user’s speech.
Otherwise, an ASR operation may be conditioned to be
an active state by different speech recognition engines
in response to a specific speech input (e.g., "Hi, Galaxy"),
as aforementioned, and then performed with subse-
quently input speech recognition information.
[0047] In operation 303, the UE 100 may transmit a
speech signal (or at least a part of a speech signal) to
the server 200. In an internal view for the device, a speech
signal (e.g., an audio signal made by a speech input is

converted into a (digital) speech signal and by pre-
processing the speech signal) may be provided to the
ASR module 130 by a processor (e.g., the controller 120).
In other words, in operation 303, the UE 100 may provide
a speech signal, which is regarded as a target of recog-
nition, to an ASR module which is placed in and out of a
device capable of performing speech recognition. The
UE 100 may utilize all of speech recognition capabilities
that are prepared in itself and the server 200.
[0048] In operation 305, the UE 100 may perform
speech recognition by itself. This speech recognition may
be referred to as "ASR1." For instance, the ASR module
130 may perform speech recognition with a speech input
by using the ASR model 140. For instance, the ASR mod-
el 140 may perform ASR1 with at least a part of a speech
signal. After performing ASR1, a result of speech recog-
nition may be obtained. For instance, if a user provides
a speech input such as "tomorrow weather," the UE 100
may determine operation information such as "weather
application, tomorrow weather output" by using a function
of speech recognition to the speech input. Additionally,
a result of speech recognition may include a confidence
score of operation information. For instance, although
the ASR module 130 may determine a confidence score
of 95% if a user’s speech is analyzed as clearly indicating
"tomorrow weather," the ASR module 130 may also give
a confidence score of 60% to a determined operation
information even if a user’s speech is analyzed as being
vague to indicate "everyday weather" or "tomorrow
weather."
[0049] In operation 307, a processor may determine
whether a confidence score is higher than a threshold.
For instance, if a confidence score of operation informa-
tion determined by the ASR module 130 is higher than a
predetermined level (e.g., 80%), the UE 100 may perform
ASR1, i.e. an operation corresponding to a speech in-
struction recognized by a speech recognition function of
the UE 100 in itself, in operation 309. This operation may
be performed with at least one function that is practicable
by the processor, at least one application, or at least one
of inputs based on an execution result of ASR operation.
[0050] Operation 309 may be performed before a
speech recognition result is received from the server 200
(e.g., before operation 315). In other words, if speech
recognition self-performed by the UE 100 results in a
sufficient confidence score to recognize a speech instruc-
tion, the UE 100 may directly perform a corresponding
operation, without waiting for an additional result of
speech recognition which is received from the server 200,
to provide a quick response time to a user’s speech input.
[0051] If a confidence score is less than the threshold
in operation 307, the UE 100 may be maintained in a
standby state until a speech recognition result is received
from the server 200. During the standby state, the UE
100 may display a suitable message, icon, or image to
inform a user that speech recognition is operating to the
speech input.
[0052] In operation 311, speech recognition by the
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server 200 may be performed with a speech signal which
is transmitted to the server 200 in operation 303. This
speech recognition may be referred to as "ASR2." Addi-
tionally, an NLP may be performed in operation 313. For
instance, an NLP may be performed with a speech input
or a recognition result of ASR2 by using the NLP 260. In
some embodiments, this operation may be performed by
selection of the user.
[0053] In operation 315, if speech recognition results
(e.g., a second operation information and a second con-
fidence score) of ASR1, ASR2, or NLP are received from
the server 200, operation 317 may include an operation
corresponding to a speech instruction (e.g., second op-
eration information) by way of ASR2. Since operation
317 needs to allow an additional time for transmitting a
speech signal at operation 303 and acquiring a speech
recognition result at operation 315, it takes a longer time
than operation 309. However, it may be possible to per-
form a speech recognition operation with higher confi-
dence score and accuracy even in comparison with a
case of speech recognition that operation 317 is incapa-
ble of self-processing or capable of self-processing but
resulting in a low confidence score.
[0054] FIG. 4 is a flowchart showing a speech recog-
nition method according to an embodiment of the present
disclosure.
[0055] Referring to FIG. 4, as speech recognition op-
eration 401, speech signal transmit operation 403, ASR1
operation 405, ASR2 operation 415, and NLP operation
417 correspond respectively to the aforementioned op-
erations 301, 303, 305, 311, and 313, those operations
will not be further described below.
[0056] A speech recognition method described in con-
junction with FIG. 4 may be performed by referring to two
thresholds. Based on a first threshold and a second
threshold that is lower than the first threshold in confi-
dence score, different operations (e.g., operations 409,
413, and 421, respectively) may be performed respec-
tively for the cases that a confidence score of ASR1 result
from operation 405 is: (1) higher than the second thresh-
old; (2) lower than the second threshold; and (3) between
the first and second thresholds.
[0057] If a confidence score is determined as being
higher than the first threshold in operation 407, the UE
100 may perform an operation corresponding to an ASR1
result in operation 409. If a confidence score is deter-
mined as being lower than the first threshold in operation
407, the process may go to determine whether the con-
fidence score is lower than the second threshold in op-
eration 411.
[0058] In operation 411, if a confidence score is lower
than the second threshold, the UE 100 may provide a
feedback for the confidence score. This feedback may
include a message or an audio output which indicates
that a user’s speech input was abnormally recognized,
or normally recognized but in lack of confidence. For in-
stance, the UE 100 may display or output a guide mes-
sage, such as "Your speech is not recognized, Please

speak again," through a screen or a speaker. Otherwise,
the UE 100 may confirm accuracy of a low-confident rec-
ognition result by guiding a user to a relatively easy-rec-
ognizable speech input (e.g., "Yes," "Not," "No," "Impos-
sible," "Never," and so on) by way of a feedback such as
"Did you speak XXX?"
[0059] Once a feedback is provided in operation 413,
operation 421 may not be performed even if a speech
recognition result is obtained in operation 409 along a
lapse of time later. This is because a feedback may cause
a new speech input from a user and then it may be un-
reasonable to perform an operation with the previous
speech input. But in some embodiments, operation 421
may be performed after operation 413 if there is no ad-
ditional input from a user for a predetermined time, de-
spite a feedback of operation 413, and if a speech rec-
ognition result (e.g., a second operation information and
a second confidence score), which is received from the
server 200 in operation 419, satisfies a predetermined
condition (e.g., the second confidence score is higher
than the first threshold or a certain third threshold).
[0060] In operation 411, if a confidence score obtained
from operation 405 is higher than the second threshold
(i.e. the confidence score ranks between the first and
second thresholds), the UE 100 may receive a speech
recognition result from the server 200 in operation 419.
In operation 421, the UE 100 may perform an operation
which corresponds to a speech instruction (second op-
eration information) by way of ASR2.
[0061] In the embodiment shown in FIG. 4, it may be
permissible to differentiate a confidence score, which re-
sults from speech recognition by the UE 100, into a us-
able level with reference to usable and unusable levels
and an ASR result of the server 200, and then enable an
operation that is pertinent to the differentiated confidence
score. Especially, if a confidence score is excessively
low, the UE 100 may provide a feedback, regardless of
reception of a result from the server 200, to guide a user
to a speech re-input, and may thereby prevent a mes-
sage, such as "not recognized," from being provided to
a user after a long time from a response standby time.
[0062] FIG. 5 is a flowchart showing a method of up-
dating a threshold according to an embodiment of the
present disclosure.
[0063] Referring to FIG. 5, as speech acquisition op-
eration 501, speech signal transmit operation 503, ASR1
operation 505, ASR2 operation 511, and NLP operation
513 correspond respectively to the aforementioned op-
erations 301, 303, 305, 311, and 313, those operations
will not be further described below.
[0064] If a confidence score of a result from ASR1 is
determined to be larger than a threshold (e.g., a first
threshold) in operation 507, the process may go to op-
eration 509 to perform an operation corresponding to a
speech instruction (e.g., first operation information) by
way of ASR1. If a confidence score of an ASR1 result is
determined as being lower than the threshold, an oper-
ation subsequent to operation 315 of FIG. 3 or operation
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411 of FIG. 4 may be performed.
[0065] In the embodiment of FIG. 5, even after opera-
tion 509, the process may not be terminated but may
continue to perform operations 515 through 517. In op-
eration 515, the UE 100 may receive a speech recogni-
tion result from the server 200. For instance, the UE 100
may obtain second operation information and a second
confidence score, which result from ASR2, to a speech
signal transmitted during operation 503.
[0066] In operation 517, the UE 100 may compare
ASR1 with ASR2 in recognition result. For instance, the
UE 100 may determine whether recognition results from
ASR1 and ASR2 are identical to or different from each
other. For instance, if ASR1 recognizes speech as "To-
morrow weather" and ASR2 recognizes speech as "To-
morrow weather?," both may include operation informa-
tion such as "Output weather application, Output tomor-
row weather." In this case, it can be understood that such
recognition results of ASR1 and ASR2 may correspond
each other. Otherwise, if different operations are per-
formed after speech recognition, the two (or more)
speech recognition results may be determined as none-
corresponding each other.
[0067] In operation 519, the UE 100 may change a
threshold by comparing a result of ASR1 (self-operation
of speech recognition in the UE 100) with a speech in-
struction which is received from the server 200. For in-
stance, the UE 100 may decrease the first threshold if
the first operation information and the second operation
information are identical each other or include a speech
instruction corresponding thereto. For instance, for a cer-
tain speech input, a general method is designed to control
a speech recognition result by itself from the UE 100 not
to be adopted, without waiting for a response from the
server 200, until a confidence score reaches 80%, where-
as this method may be designed to control a confidence
score higher even than 70% to enable a speech recog-
nition result by itself from the UE 100 to be adopted by
way of threshold update. Threshold update may be re-
sumed whenever a user plays the speech recognition
function and thus it may shorten a response time because
speech recognition frequently operating by a user is set
to have a lower threshold.
[0068] In the meantime, if ASR1 is different from ASR2
in result, the threshold may increase. In some embodi-
ments, an operating of updating a threshold may occur
after a predetermined condition is accumulated as many
as the predetermined number of times. For instance, for
a certain speech input, if results from ASR1 and ASR2
agree with each other in more than five times, a threshold
may be updated lower.
[0069] FIG. 6 is a flowchart showing a method of up-
dating a speech recognition model according to an em-
bodiment of the present disclosure.
[0070] Referring to FIG. 6, as speech recognition op-
eration 601, speech signal transmit operation 603, ASR1
operation 605, ASR2 operation 611, and NLP operation
613 correspond respectively to the aforementioned op-

erations 301, 303, 305, 311, and 313, those operations
will not be further described below.
[0071] In operation 607, if a confidence score of a result
of ASR1 is determined as being greater than a threshold
(e.g., a first threshold), an operation subsequent to op-
eration 309 of FIG. 3, operation 409 of FIG. 4, and oper-
ation 509 of FIG. 5 may be performed.
[0072] If a confidence score of a result of ASR1 is de-
termined as being lower than the threshold in operation
607, the UE 100 may receive a speech recognition result
from the server 200 in operation 609 and in operation
615, perform an operation corresponding to a speech
instruction by way of ASR2. Operations 609 and 615 may
correspond to operations 315 and 317 of FIG. 3, or op-
erations 419 and 421 of FIG. 4.
[0073] In operation 617, the UE 100 may compare
ASR1 with ASR2 in speech recognition result. Operation
617 may correspond to operation 517 of FIG. 5.
[0074] In operation 619, the UE 100 may update its
own speech recognition model (e.g., the ASR model 140)
with reference to a comparison result from operation 617.
For instance, the UE 100 may add a speech recognition
result (e.g., second operation information, or the second
operation information and a second confidence score) of
ASR2, which is generated in response to a speech input,
to the speech recognition model. For instance, if the first
operation information does not correspond to the second
operation information, the UE 100 may add the second
operation information (and the second confidence score)
to a speech recognition model, which is used for the first
speech recognition, with reference to the first and second
confidence scores (e.g., if the second confidence score
is higher than the first confidence score). Similar to the
embodiment shown in FIG. 5, an operation of updating
a speech recognition model may occur after a predeter-
mined condition is accumulated a predetermined number
of times.
[0075] FIG. 7 is a block diagram illustrating an elec-
tronic device in a network environment according to an
embodiment of the present disclosure.
[0076] Referring to FIG. 7, an electronic device 710
may be situated in a network environment 700 in accord-
ance with various embodiments. The electronic device
701 may include a bus 710, a processor 720, a memory
730, an input/output (I/O) interface 750, a display 760,
and a communication interface 770. In some embodi-
ments, the electronic device 701 may be organized with-
out at least one of the elements, or comprised of another
additional element.
[0077] The bus 710 may include, for example, a circuit
to interconnect the elements 710 ∼ 770 and help com-
munication (e.g., control messages and/or data) between
the elements.
[0078] The processor 720 may include one or more of
central processing unit (CPU), application processor
(AP), or communication processor (CP). The processor
720 may perform for example an arithmetic operation or
data processing to control and/or communicate at least
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one of other elements.
[0079] The memory 730 may include a volatile and/or
nonvolatile memory. The memory 730 may store for ex-
ample instructions or data that are involved in at least
one of other elements. According to an embodiment, the
memory 730 may store a software and/or program 740.
The program 740 may include for example a kernel 741,
a middleware 743, an application programming interface
(API) 745, and/or application programs (or "application")
747. At least one of the kernel 741, the middleware 743,
or the API 745 may be called "Operating System (OS)."
[0080] The kernel 741 may control or manage, for ex-
ample, system resources (e.g., the bus 710, the proces-
sor 720, or the memory 730) which are used for executing
an operation or function implemented embodied in other
programs (e.g., the middleware 743, the API 745, or the
application programs 747). Additionally, the kernel 741
may provide an interface capable of controlling or man-
aging system resources by approaching individual ele-
ments of the electronic device 701 in the middleware 743,
the API 745, or the application programs 747.
[0081] The middleware 743 may intermediate, for ex-
ample, to manage the API 745 or the application pro-
grams 747 to communicate data with the kernel 741.
[0082] Additionally, the middleware 743 may process
one or more work requests, which are received from the
application programs 747, in priority. For instance, the
middleware 743 may allow at least one of the application
programs 747 to have priority capable of using a system
resource (e.g., the bus 710, the processor 720, or the
memory 730) of the electronic device 701. For instance,
the middleware 743 may perform scheduling or load bal-
ancing to the at least one or more work requests by
processing the at least one or more work requests in
accordance with the priority allowed for the at least one
of the application programs 747.
[0083] The API 745, as an interface necessary for the
application 747 to control a function that is provided from
the kernel 741 or the middleware 743, may be include
foe example at least one interface or function (e.g., in-
struction) for file control, window control, or character
control.
[0084] The I/O interface 750 may act, for example, as
an interface capable of transmitting instructions or data,
which are input from a user or another external system,
to another element (or other elements) of the electronic
device 701. Additionally, the I/O interface 750 may output
instructions or data, which are received from another el-
ement (or other elements) of the electronic device 701,
to a user or another external system.
[0085] The display 760 may include, for example, a
Liquid Crystal Display (LCD), a light emission diode
(LED), an organic light emission Diode (OLED) display,
or a micron electro-mechanical system (MEMS) display,
or an electronic paper display. The display 760 may ex-
press, for example, diverse contents (e.g., text, image,
video, icon, or symbol) to a user. The display 760 may
include a touch screen and for example, receive an input

by touch, gesture, approach, or hovering which is made
with a part of a user’s body or an electronic pen.
[0086] The communication interface 770 may set, for
example, communication between the electronic device
710 and an external device (e.g., a first external electronic
device 702, a second external electronic device 704, or
a server 706). For instance, the communication interface
770 may communicate with the external device (e.g., the
second external electronic device 704 or the server 706)
in connection with a network 762 through wireless or
wired communication.
[0087] Wireless communication may adopt at least one
of LTE, LTE-A, CDMA, WCDMA, UMTS, WiBro, and
GSM for cellular communication protocol. Additionally,
wireless may include for example a local area commu-
nication 764. The local area communication 764 may in-
clude, for example, at least one of Wi-Fi, Bluetooth, near
field communication (NFC), or global positioning system
(GPS). Wired communication may include, for example,
at least one of universal serial bus (USB), high definition
multimedia Interface (HDMI), recommended standard
832 (RS-232), and plain old telephone server (POTS).
The network 762 may include a communication network,
for example, at least one of a computer network (e.g.,
LAN or WAN), the Internet, and a telephone network.
[0088] The first and second external electronic devices
702 and 704 may be same with or different from the elec-
tronic device 701. According to an embodiment, the serv-
er 706 may include one or more groups of servers. In
various embodiments of the present disclosure, all or a
part of operations performed in the electronic device 701
may be also performed in another one or a plurality of
electronic devices (e.g., the electronic devices 702 and
704, or the server 706). According to an embodiment, if
there is a need to perform some function or service by
automation or request, the electronic device 701 may
request another device (e.g., the electronic device 702
or 704, or the server 706) to perform such function or
service, instead of executing the function or service in
itself, or request such other devices to perform the func-
tion or service to perform in addition to its self-execution.
Such another electronic device (e.g., the electronic de-
vice 702 or 704, or the server 706) may perform the re-
quested function or service, and then transmit a result
thereof to the electronic device 701. The electronic de-
vice 701 may process the received result directly or ad-
ditionally to provide the requested function or service.
For this operation, for example, it may be allowable to
employ cloud computing, dispersion computing, or client-
server computing technology.
[0089] FIG. 8 is a block diagram illustrating an elec-
tronic device according to an embodiment of the present
disclosure.
[0090] Referring to FIG. 8, an electronic device 800
may include, for example, all or a part of elements of the
electronic device 701 shown in FIG. 7. Referring to FIG.
8, the electronic device 800 may include at least one of
one or more Application Processors (AP) 810, a commu-
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nication module 820, a subscriber identification module
(e.g., SIM card) 824, a memory 830, a sensor module
840, an input unit 850, a display 860, an interface 870,
an audio module 880, a camera module 891, a power
management module 895, a battery 896, an indicator
897, or a motor 898.
[0091] The processor (AP) 810 may drive an OS or an
application to control a plurality of hardware or software
elements connected to the processor 810 and may proc-
ess and compute a variety of data including multimedia
data. The processor 810 may be implemented with a sys-
tem-on-chip (SoC), for example. According to an embod-
iment, the AP 810 may further include a graphic process-
ing unit (GPU) and/or an image signal processor. The
processor 810 may even include at least a part of the
elements shown in FIG. 8. The processor 810 may proc-
ess instructions or data, which are received from at least
one of other elements (e.g., a nonvolatile memory), and
then store diverse data into such a nonvolatile memory.
[0092] The communication module 820 may have a
configuration same with or similar to the communication
interface 770 of FIG. 7. The communication module 820
may include a cellular module 821, a WiFi module 823,
a Bluetooth (BT) module 825, a GPS module 827, an
NFC module 828, and a radio frequency (RF) module
829.
[0093] The cellular module 821 may provide voice call,
video call, a character service, or an Internet service
through a communication network. According to an em-
bodiment, the cellular module 821 may perform discrim-
ination and authentication of an electronic device within
a communication network using a subscriber identifica-
tion module (e.g., a SIM card) 824. According to an em-
bodiment, the cellular module 821 may perform at least
a portion of functions that the AP 810 provides. According
to an embodiment, the cellular module 821 may include
a CP.
[0094] Each of the WiFi module 823, the Bluetooth
module 825, the GPS module 827, and the NFC module
828 may include a processor for processing data ex-
changed through a corresponding module, for example.
In some embodiments, at least a part (e.g., two or more
elements) of the cellular module 821, the WiFi module
823, the Bluetooth module 825, the GPS module 827,
and the NFC module 828 may be included within one
integrated circuit (IC) or an IC package.
[0095] The RF module 829 may transmit and receive,
for example, communication signals (e.g., RF signals).
The RF module 829 may include a transceiver, a power
amplifier module (PAM), a frequency filter, a low noise
amplifier (LNA), or an antenna. According to another em-
bodiment, at least one of the cellular module 821, the
WiFi module 823, the Bluetooth module 825, the GPS
module 827, and the NFC module 828 may transmit and
receive an RF signal through a separate RF module.
[0096] The SIM card 824 may include, for example, a
card, which has a subscriber identification module,
and/or an embedded SIM, and include unique identifying

information (e.g., Integrated Circuit Card Identifier (IC-
CID)) or subscriber information (e.g., Integrated Mobile
Subscriber Identify (IMSI)).
[0097] The memory 830 (e.g., the memory 730) may
include, for example, an embedded memory 832 or an
external memory 834. For example, the embedded mem-
ory 832 may include at least one of a volatile memory
(e.g., a dynamic RAM (DRAM), a static RAM (SRAM), a
synchronous dynamic RAM (SDRAM), etc.), a nonvola-
tile memory (e.g., a one-time programmable ROM (OT-
PROM), a programmable ROM (PROM), an erasable
and programmable ROM (EPROM), an electrically eras-
able and programmable ROM (EEPROM), a mask ROM,
a flash ROM, a NAND flash memory, a NOR flash mem-
ory, etc.), a hard drive, or solid state drive (SSD).
[0098] The external memory 834 may further include
a flash drive, for example, a compact flash (CF), a secure
digital (SD), a micro-secure Digital (SD), a mini-SD, an
extreme Digital (xD), or a memory stick. The external
memory 834 may be functionally connected with the elec-
tronic device 800 through various interfaces.
[0099] The sensor module 840 may measure, for ex-
ample, a physical quantity, or detect an operation state
of the electronic device 800, to convert the measured or
detected information to an electric signal. The sensor
module 840 may include at least one of a gesture sensor
840A, a gyro sensor 840B, a pressure sensor 840C, a
magnetic sensor 840D, an acceleration sensor 840E, a
grip sensor 840F, a proximity sensor 840G, a color sen-
sor 840H (e.g., RGB sensor), a living body sensor 840I,
a temperature/humidity sensor 840J, an illuminance sen-
sor 840K, or an UV sensor 840M. Additionally or gener-
ally, though not shown, the sensor module 840 may fur-
ther include an E-nose sensor, an electromyography sen-
sor (EMG) sensor, an electroencephalogram (EEG) sen-
sor, an ElectroCardioGram (ECG) sensor, a photop-
lethysmography (PPG) sensor, an infrared (IR) sensor,
an iris sensor, or a fingerprint sensor, for example. The
sensor module 840 may further include a control circuit
for controlling at least one or more sensors included
therein. In some embodiments, the electronic device 800
may further include a processor, which is configured to
control the sensor module 840, as a part or additional
element, thus enabling to control the sensor module 840
while the processor 810 is in a sleep state.
[0100] The input unit 850 may include, for example, a
touch panel 852, a (digital) pen sensor 854, a key 856,
or an ultrasonic input unit 858. The touch panel 852 may
recognize, for example, a touch input using at least one
of a capacitive type, a resistive type, an infrared type, or
an ultrasonic wave type. Additionally, the touch panel
852 may further include a control circuit. The touch panel
852 may further include a tactile layer to provide a tactile
reaction for a user.
[0101] The (digital) pen sensor 854 may be a part of
the touch panel 852, or a separate sheet for recognition.
The key 856, for example, may include a physical button,
an optical key, or a keypad. The ultrasonic input unit 858

17 18 



EP 2 930 716 A1

11

5

10

15

20

25

30

35

40

45

50

55

may allow the electronic device 800 to detect a sound
wave using a microphone (e.g., a microphone 888), and
determine data through an input tool generating an ultra-
sonic signal.
[0102] The display 860 (e.g., the display 760) may in-
clude a panel 862, a hologram device 864, or a projector
866. The panel 862 may include the same or similar con-
figuration with the display 760 of FIG. 7. The panel 862,
for example, may be implemented to be flexible, trans-
parent, or wearable. The panel 862 and the touch panel
852 may be implemented with one module. The hologram
device 864 may show a three-dimensional image in a
space using interference of light. The projector 866 may
project light onto a screen to display an image. The
screen, for example, may be positioned in the inside or
outside of the electronic device 800. According to an em-
bodiment, the display 860 may further include a control
circuit for controlling the panel 862, the hologram device
864, or the projector 866.
[0103] The interface 870, for example, may include a
high-definition Multimedia interface (HDMI) 872, a USB
874, an optical interface 876, or a D-sub (D-subminiature)
878. The interface 870 may include, for example, the
communication interface 770 shown in FIG. 7. The inter-
face 870, for example, may include a mobile high defini-
tion Link (MHL) interface, an SD card/multi-media cared
(MMC) interface, or an Infrared Data Association (IrDA)
standard interface.
[0104] The audio module 880 may convert a sound
and an electric signal in dual directions. At least one el-
ement of the audio module 880 may include, for example,
the I/O interface 750 shown in FIG. 7. The audio module
880, for example, may process sound information that is
input or output through a speaker 882, a receiver 884,
an earphone 886, or the microphone 888.
[0105] The camera module 891 may be a unit which
is capable of taking a still picture and a moving picture.
According to an embodiment, the camera module 891
may include one or more image sensors (e.g., a front
sensor or a rear sensor), a lens, an image signal proc-
essor (ISP), or a flash (e.g., an LED or a xenon lamp).
[0106] The power management module 895 may man-
age, for example, power of the electronic device 800.
The power management module 895 may include, for
example, a power management integrated Circuit
(PMIC) a charger IC, or a battery or fuel gauge. The PMIC
may operate in wired and/or wireless charging mode. A
wireless charging mode may include, for example, di-
verse types of magnetic resonance, magnetic induction,
or electromagnetic wave. For the wireless charging, an
additional circuit, such as a coil loop circuit, a resonance
circuit, or a rectifier, may be further included therein. The
battery gauge, for example, may measure a remnant of
the battery 896, a voltage, a current, or a temperature,
for example during charging. The battery 896 may meas-
ure, for example, a residual capacity, a voltage on charge,
a current, or temperature thereof. The battery 896 may
include, for example, a rechargeable battery and/or a so-

lar battery.
[0107] The indicator 897 may display the following spe-
cific state of the electronic device 800 or a part (e.g., the
AP 9810) thereof: a booting state, a message state, or a
charging state. The motor 898 may convert an electric
signal into mechanical vibration and generate a vibration
or haptic effect. Although not shown, the electronic de-
vice 800 may include a processing unit (e.g., a GPU) for
supporting a mobile TV. The processing unit for support-
ing the mobile TV, for example, may process media data
that is based on the standard of digital multimedia broad-
casting (DMB), digital video broadcasting (DVB), or me-
dia flow (MediaFloTM).
[0108] Each of the above components (or elements)
of the electronic device according to an embodiment of
the present disclosure may be implemented using one
or more components, and a name of a relevant compo-
nent may vary with on the kind of the electronic device.
The electronic device according to various embodiments
of the present disclosure may include at least one of the
above components. Also, a part of the components may
be omitted, or additional other components may be fur-
ther included. Also, some of the components of the elec-
tronic device according to the present disclosure may be
combined to form one entity, thereby making it possible
to perform the functions of the relevant components sub-
stantially the same as before the combination.
[0109] The term "module" used for the present disclo-
sure, for example, may mean a unit including one of hard-
ware, software, and firmware or a combination of two or
more thereof. A "module," for example, may be inter-
changeably used with terminologies such as a unit, logic,
a logical block, a component, a circuit, etc. The "module"
may be a minimum unit of a component integrally con-
figured or a part thereof. The "module" may be a minimum
unit performing one or more functions or a portion thereof.
The "module" may be implemented mechanically or elec-
tronically. For example, the "module" according to the
present disclosure may include at least one of an appli-
cation-specific integrated circuit (ASIC) chip performing
certain operations, a field-programmable gate arrays
(FPGAs), or a programmable-logic device, known or to
be developed in the future.
[0110] At least a part of an apparatus (e.g., modules
or functions thereof) or method (e.g., operations or op-
erations) according to various embodiments of the
present disclosure, for example, may be implemented by
instructions stored in a computer-readable storage me-
dium in the form of programmable module.
[0111] For example, the storage medium may store
instructions enabling, during execution, an operation (or
operation) of allowing a processor of an electronic device
to obtain a speech input and then generate a speech
signal, an operation of performing first speech recogni-
tion to at least a part of the speech signal to obtain first
operation information and a first confidence score, an
operation of transmitting at least a part of the speech
signal to a server for the second speech recognition, and
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an operation of receiving second operation information
to the signal transmitted from the server, and functions
of (1) corresponding to the first operation information if
the first confidence score is higher than a first threshold,
(2) providing a feedback to the first confidence score if
the first confidence score is lower than a second thresh-
old, and (3) corresponding to the second operation infor-
mation if the first confidence score is between the first
and second thresholds.
[0112] A module or programming module according to
various embodiments of the present disclosure may in-
clude at least one of the above elements, or a part of the
above elements may be omitted, or additional other ele-
ments may be further included. Operations performed by
a module, a programming module, or other elements ac-
cording to an embodiment of the present disclosure may
be performed sequentially, in parallel, repeatedly, or in
a heuristic method. Also, a portion of operations may be
performed in different sequences, omitted, or other op-
erations may be added.
[0113] While the present disclosure has been shown
and described with reference to various embodiments
thereof, it will be understood by those skilled in the art
that various changes in form and details may be made
therein without departing from the spirit and scope of the
present disclosure as defined by the appended claims
and their equivalents.

Claims

1. An electronic device comprising:

a processor configured to perform automatic
speech recognition (ASR) on a speech input by
using a speech recognition model that is stored
in a memory; and
a communication module configured to provide
the speech input to a server and receive a
speech instruction, which corresponds to the
speech input, from the server,
wherein the processor is further configured to
perform an operation corresponding to a result
of the ASR if a confidence score of the result of
the ASR is higher than a first threshold value,
and provide a feedback if the confidence score
of the result of the ASR is lower than a second
threshold value.

2. The electronic device of claim 1, wherein the proc-
essor is configured to perform the speech instruction,
which is received from the server, if the confidence
score is between the first threshold value and second
threshold value.

3. The electronic device of claim 1, wherein, if the con-
fidence score is higher than the first threshold value,
the processor is configured to perform the operation

regardless of receipt of the speech instruction from
the server.

4. The electronic device of claim 3, wherein the per-
forming of the operation includes performing at least
one function executable by the processor, at least
one application, or at least one input based on the
result of the ASR.

5. The electronic device of claim 1, wherein the provid-
ing of the feedback comprises providing a message
or audio output to indicate that the speech input has
not been recognized or there is low confidence in
the result of the ASR.

6. The electronic device of claim 1, wherein the speech
instruction received from the server corresponds to
a result of speech recognition to the provided speech
input, which is performed at the server, based on a
speech recognition model different from the speech
recognition model stored in the memory.

7. The electronic device of claim 6, wherein the speech
recognition performed in the server is configured to
comprise natural language processing (NLP).

8. The electronic device of claim 1, wherein the proc-
essor is further configured to:

provide an audio signal, in which a pre-process-
ing is applied to the speech input, to an ASR
engine performing the ASR; and
provide the speech input itself to the server
through the communication module.

9. The electronic device of claim 1, wherein the proc-
essor is further configured to:

if the confidence score is higher than the first
threshold value, compare the result of the ASR
to the speech instruction received from the serv-
er; and
change the first threshold value based on a re-
sult of the comparison.

10. The electronic device of claim 9, wherein the proc-
essor is further configured to:

decrease the first threshold value if the result of
the ASR corresponds to the speech instruction
that is received from the server; and
increase the first threshold value if the result of
the ASR does not correspond to the speech in-
struction.

11. The electronic device of claim 1, wherein the proc-
essor is further configured to:
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if the confidence score is lower than the first
threshold value, compare the result of the ASR
to the speech instruction received from the serv-
er; and
update the speech recognition model based on
a result of the comparison.

12. The electronic device of claim 11, wherein the com-
munication module is further configured to receive a
confidence score with the speech instruction from
the server,
wherein the processor is further configured to add
the speech instruction and the confidence score of
the speech instruction, for the speech input, to the
speech recognition model.

13. A method of executing speech recognition in an elec-
tronic device, the method comprising:

obtaining a speech input from a user;
generating a speech signal corresponding to the
obtained speech;
performing first speech recognition on at least a
part of the speech signal;
acquiring first operation information and a first
confidence score;
transmitting at least a part of the speech signal
to a server for second speech recognition;
receiving second operation information, which
corresponds to the transmitted signal, from the
server;
performing a function corresponding to the first
operation information if the first confidence
score is higher than a first threshold value;
providing a feedback if the first confidence score
is lower than a second threshold value; and
performing a function corresponding to the sec-
ond operation information if the first confidence
score is between the first threshold value and
second threshold value.

14. The method of claim 13, further comprising:

decreasing the first threshold value if the func-
tion corresponding to the first operation informa-
tion is identical to the function of corresponding
with the second operation information.

15. The method of claim 13, further comprising:

increasing the first threshold if the function cor-
responding to the first operation information is
different from the function corresponding to the
second operation information.
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