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for a Subsequent allocation to at least one local call controller 
of the plurality of local call controllers. 
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1. 

METHODS FOR MANAGING AT LEAST ONE 
BROADCAST/MULTICAST SERVICE 

BEARER 

RELATED APPLICATIONS 

The present application is related to the following U.S. 
applications commonly owned together with this application 
by Motorola Solutions, Inc.: 

Ser. No. 12/981,323 filed 29 Dec. 2010, titled “Methods for 
Assigning a Plethora of Group Communications Among a 
Limited Number of Pre-Established MBMS bearers in a 
Communication System': 

Ser. No. 12/981,274 filed 29 Dec. 2010, titled “Methods for 
Binding and Unbinding a MBMS Bearer to a Communication 
Group in a 3GPP Compliant System'; and 

Ser. No. 12/981,226 filed 29 Dec. 2010, titled “Methods for 
Transporting a Plurality of Media Streams over a Shared 
MBMS Bearer in a 3GPP Compliant Communication Sys 

99 ten. 

TECHNICAL FIELD 

The technical field relates generally to communication sys 
tems, and more particularly to methods for managing at least 
one broadcast/multicast service (BMS) bearer among a plu 
rality of communication groups. 

BACKGROUND 

Long Term Evolution (LTE) is a radio technology designed 
to increase the capacity and speed of mobile telephone net 
works and provides for an end-to-end Internet Protocol (IP) 
service delivery of media. Currently, LTE comprises a set of 
enhancements to the Universal Mobile Telecommunications 
System (UMTS), which is described in a suite of Technical 
Specifications (TS) developed within and publicized by 
3GPP 

LTE, in part, provides for a flat IP-based network architec 
ture designed to ensure Support for, and mobility between, 
Some legacy or non-3GPP Systems such as, for instance, 
general packet radio service (GPRS) and Worldwide Interop 
erability for Microwave Access (WiMAX). Some of the main 
advantages with LTE are high throughput, low latency, plug 
and play, frequency-division duplex (FDD) and time-division 
duplex (TDD) in the same platform, improved end user expe 
rience, simple architecture resulting in low operating costs, 
and interoperability with older standard wireless technolo 
gies, such as Global Systems for Mobile Communications 
(GSM), cdmaOneTM, W-CDMA (UMTS), and 
CDMA2OOOCR). 
LTE and other BMS capable systems (meaning systems 

having elements that operate in compliance with BMSTSs, 
such as 3GPP TSs) also provide BMS point-to-multipoint 
transport of media to user equipment (UE) operating on the 
system. Unfortunately, the BMS transport mechanisms that 
are described, for example, in the 3GPP TSs, have many 
shortcomings when compared to point-to-multipoint trans 
port mechanisms offered by other systems. However, if orga 
nizations having more stringent requirements for media 
transport are going to realistically be able to use BMS capable 
systems, such as LTE systems, similar performance as the 
legacy systems, including similar performance for the point 
to-multipoint mechanisms, is needed. 

BRIEF DESCRIPTION OF THE FIGURES 

The accompanying figures, where like reference numerals 
refer to identical or functionally similar elements throughout 
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2 
the separate views, which together with the detailed descrip 
tion below are incorporated in and form part of the specifica 
tion and serve to further illustrate various embodiments of 
concepts that include the claimed invention, and to explain 
various principles and advantages of those embodiments. 

FIG. 1 is a system diagram of a communication system that 
implements methods for managing at least one BMS bearer in 
accordance with some embodiments. 

FIG. 2 is a message sequence diagram illustrating a method 
for managing at least one BMS bearer in accordance with an 
embodiment. 

FIG.3 is a message sequence diagram illustrating a method 
for managing at least one BMS bearer in accordance with 
another embodiment. 

FIG. 4 is a message sequence diagram illustrating a method 
for managing at least one BMS bearer in accordance with 
another embodiment. 

FIG.5 is a message sequence diagram illustrating a method 
for managing at least one BMS bearer in accordance with 
another embodiment. 

FIG. 6 is a message sequence diagram illustrating a method 
for managing at least one BMS bearer in accordance with 
another embodiment. 

FIG. 7 is a message sequence diagram illustrating a method 
for managing at least one BMS bearer in accordance with 
another embodiment. 

Skilled artisans will appreciate that elements in the figures 
are illustrated for simplicity and clarity and have not neces 
sarily been drawn to scale. For example, the dimensions of 
Some of the elements in the figures may be exaggerated rela 
tive to other elements to help improve understanding of vari 
ous embodiments. In addition, the description and drawings 
do not necessarily require the order illustrated. It will be 
further appreciated that certain actions and/or steps may be 
described or depicted in a particular order of occurrence while 
those skilled in the art will understand that such specificity 
with respect to sequence is not actually required. Apparatus 
and method components have been represented, where appro 
priate, by conventional symbols in the drawings, showing 
only those specific details that are pertinent to understanding 
the various embodiments so as not to obscure the disclosure 
with details that will be readily apparent to those of ordinary 
skill in the art, having the benefit of the description herein. 
Thus, it will be appreciated that for simplicity and clarity of 
illustration, common and well-understood elements that are 
useful or necessary in a commercially feasible embodiment 
may not be depicted in order to facilitate a less obstructed 
view of these various embodiments. 

DETAILED DESCRIPTION 

Generally speaking, pursuant to an embodiment, a central 
resource manager (an infrastructure device) coupled to a 
BMS capable system performs a method to manage at least 
one BMS bearer. The BMS capable system has a radio access 
network (RAN) partitioned into at least one BMS services 
area (SA) and a total number of BMS bearers for transporting 
media streams, wherein each BMS SA has associated there 
with a portion of the total number of BMS bearers. The BMS 
bearers may be established a priori or established when a local 
call controller requests a BMS bearer. The central resource 
manager: allocates, to a first local call controller of a plurality 
of local call controllers, a first portion of the total number of 
BMS bearers to be managed locally by the first local call 
controller; identifies the first portion of the total number of 
BMS bearers to the first local call controller; and manages a 
second portion of the total number of BMS bearers for sub 
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sequent allocation to at least one local call controller of the 
plurality of local call controllers. 

Pursuant to a further embodiment of the present disclosure, 
a first local call controller performs a method for managing 
BMS bearers. Accordingly, the first local call controller: 
receives, from a central resource manager, an identification of 
a first portion of the total number of BMS bearers allocated to 
the local call controller, locally manages the allocation of the 
first portion of the total number of BMS bearers; receives a 
request to transmit a media stream to a communication group; 
if there are sufficient BMS bearers in the first portion of the 
total number of BMS bearers to support transmission of the 
media stream to the communication group, assigns at least 
one BMS bearer from the first portion of the total number of 
BMS bearers to the group communication; and if there are 
insufficient BMS bearers in the first portion of the total num 
ber of BMS bearers to support transmission of the media 
stream to the communication group, sends a request for at 
least one additional BMS bearer, and responsive to the 
request for the at least one additional BMS bearer, receives an 
identification of at least one additional BMS bearer from the 
total number of BMS bearers. 

Referring now to the figures, and in particular FIG. 1, a 
BMS capable system in accordance with some embodiments 
is shown and indicated generally at 100. For example, the 
BMS capable system may be a 3GPPMBMS, specifically the 
3GPP LTE MBMS, the 3GPP UMTS MBMS, Worldwide 
Interoperability for Microwave Access (WiMax) multicast 
and broadcast service, or the like. System 100 includes sys 
tem elements, such as, a first infrastructure device 102 (illus 
trated as a central resource manager), and a second and a third 
infrastructure devices 170 and 180 which can each be, for 
instance, an application server (wherein each is illustrated as 
a local call controller). System 100 also includes an LTE 
Evolved Packet Core (EPC) 108 having a Mobility Manage 
ment Entity (MME) 112, a MBMS Gateway (MBMS GW) 
110, a Serving Gateway (SGW) 114, and a Packet Data Net 
work Gateway (PDNGW) 116 with other elements of an LTE 
EPC not included for ease of illustration, such as a Broadcast 
Multicast Service Center (BM-SC). System 100 may further 
include system elements. Such as, an access network (in this 
case an LTE Evolved Universal Terrestrial Radio Access Net 
work (E-UTRAN)) 134 that includes a plurality of eNodeB 
(LTE base station) infrastructure devices (with one labeled as 
140), and a plurality of UE 142,144, 146,148, 150, 152, 154, 
156, 158, 160, 162, and 164. In general, the EPC 108 and the 
E-UTRAN 134 are referred to collectively as the LTE system. 
The system elements of communication system 100 and the 
interfaces between them are further described below. 
The E-UTRAN 134 elements, EPC 108 elements, the cen 

tral resource manager 102, the local call controllers 170, 180, 
and UE 142-164 implement protocols and signaling in com 
pliance with, for example, 3GPP TSs 26.346 and 23.246, 
which describe aspects of 3GPP MBMS; and the terms LTE 
communication system, LTE system, and Evolved Packet 
System (EPS) are used interchangeably herein and are each 
defined as being inclusive of the E-UTRAN 134 and the EPC 
108 but not inclusive of the central resource manager 102, the 
local call controllers 170, 180 or the UE. Moreover, only a 
limited number of EPC elements, local call controllers, and 
UE, and one central resource manager and E-UTRAN are 
shown in the diagram, but more such elements may be 
included in an actual system implementation. Also, the E-UT 
RAN can be any type of access network, including any 3G 
network, e.g. UMTS, or 4G network, e.g. WiMAX, access 
network, or WiFi. 
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4 
In general, the UE, the central resource manager 102, the 

local call controller 170, 180, the EPC 108 logical elements, 
and the E-UTRAN 134 elements are each implemented using 
(although not shown) a memory, one or more network inter 
faces, and a processing device that are operatively coupled, 
and which when programmed form the means for these sys 
tem elements to implement their desired functionality, for 
example as illustrated by reference to the methods and dia 
grams shown in FIGS. 2-7. The network interfaces are used 
for passing signaling, also referred to herein as messaging, 
(e.g. messages, packets, datagrams, frames, Superframes, and 
the like) between the elements of the system 100. The imple 
mentation of the network interface in any particular element 
depends on the particular type of network, i.e. wired and/or 
wireless, to which the element is connected. 
Where the network supports wireless communications, the 

interfaces comprise elements including processing, modulat 
ing, and transceiving elements that are operable in accor 
dance with any one or more standard or proprietary wireless 
over-the-air interfaces, wherein some of the functionality of 
the processing, modulating, and transceiving elements may 
be performed by means of the processing device through 
programmed logic, such as Software applications or firmware 
stored on the memory device of the system element or 
through hardware. 
The processing device utilized by the UE, the central 

resource manager 102, the local call controllers 170, 180, the 
EPC 108 logical elements, and the E-UTRAN 134 elements 
may be partially implemented in hardware and, thereby, pro 
grammed with Software or firmware logic or code for per 
forming functionality described by reference to FIGS. 2 to 7: 
and/or the processing device may be completely imple 
mented inhardware, for example, as a state machine or appli 
cation specific integrated circuit (ASIC) to perform Such 
functionality. The memory implemented by these system ele 
ments can include short-term and/or long-term storage of 
various information needed for the functioning of the respec 
tive elements. The memory may further store the software or 
firmware for programming the processing device with the 
logic or code needed to perform its functionality. 
We now turn to a brief description of the functionality of 

the system elements shown in FIG. 1, which will aid in the 
understanding of the later description of the methods and 
signaling diagrams illustrated by reference to FIGS. 2 to 7. 
The UE 142-164, are also referred to in the art as subscribers, 
communication devices, access devices, access terminals, 
mobile stations, mobile subscriberunits, mobile devices, user 
devices, and the like. Although illustratively shown in FIG. 1 
as a device used in a vehicle, the UE can be any type of 
communication device. Such as radios, mobile phones, 
mobile data terminals, Personal Digital Assistants (PDAs), 
laptops, two-way radios, cell phones, and any other device 
capable of operating in a wired or wireless environment and 
that can be used by a user in the system. 
The central resource manager 102 is an intermediary 

device that facilitates the establishment of BMS bearers in the 
LTE E-UTRAN, some of which are reserved specifically for 
the local call controllers to allocate for group communica 
tions and some of which are reserved in a shared or common 
pool and are unallocated to any local call controller until 
requested Infrastructure devices 170 and 180 both facilitate 
transport of media (e.g. Voice, data, video, etc.) from one or 
more source applications to one or more destination applica 
tions (such as members affiliated with a communication 
group, Such as a talkgroup) over the LTE system. As such, the 
Sourcing applications may be included in, for instance, a 
computer aided dispatch (CAD) server, a media server, etc. 
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for different entities, such as public safety agencies A and B 
(e.g. fire department, police department, or the like). The 
central resource manager 102 interfaces with the local call 
controllers 170 and 180, respectively, via links 172 and 182. 
In at least one embodiment, the local call controllers 170 and 
180 can communicate directly (without the need for central 
resource manager 102) via a link 140. 

In one illustrative embodiment, infrastructure devices 170 
and 180 are each an application server in a packet data net 
work providing application layer services to UE connected to 
the E-UTRAN 134 that are authorized and have the capabili 
ties to use these services. In this instance, infrastructure 
devices 170 and 180 are local call controllers providing PTT 
services to the UE. Other services may include, for example, 
broadcasting images, distributing video, or the like. In a fur 
ther illustrative embodiment, the local call controllers 170, 
180 communicate with the UE using control signaling 
described, for example, in OMA-TS-PoC ControlPlane 
V1 0 3-20090922-A and OMA TS PoC UserPlane 
V1 0 3-20090922-A (and any subsequent revisions, here 
inafter referred to the OMA PoC TS), which defines the 
procedures of a PTT over Cellular (PoC) Client (e.g. the UE) 
and a PoC Server (e.g. the local call controller). However, the 
present teachings are not limited to the use of OMA PoC but 
can be extended to other protocols, both standard and propri 
etary. 
The EPC 108 is an all-IP core network that provides mobile 

core functionality that, in previous mobile generations (2G, 
3G), has been realized through two separate Sub-domains: 
circuit-switched (CS) for voice and packet-switched (PS) for 
data. The EPC 108 enables the above-mentioned all IP end 
to-end delivery of media: from mobile handsets and other UE 
with embedded IP capabilities, over IP-based eNodeBs, 
across the EPC 108 and throughout the application domain, 
IP Multimedia Subsystem (IMS) and non-IMS. 
As mentioned above, the EPC 108 comprises the logical 

components of the MME 112, the MBMS GW 110, the SGW 
114, and the PDN GW 116 and further comprises the respec 
tive interfaces (also referred to in the art as reference points) 
between these logical entities. The logical entities of the EPC 
108 are shown as separate logical blocks and indeed can, in 
Some embodiments, each be included in separate hardware 
devices or can, alternatively, be combined in one or more 
hardware devices. Also, the EPC 108, depending on the size 
of the network, may have several Such components serving 
thousands or tens of thousands of UE and serving many 
application servers (e.g. local call controllers). Additional 
known elements and interfaces in an EPC 108 that are needed 
for a practical embodiment of the EPC 108 are not shown in 
FIG. 1 for the sake of clarity. 

Turning first to the MME 112, this EPC element is the 
control-node for UE access on the LTE system. It is involved 
in the bearer activation/deactivation process and is also 
responsible for choosing the SGW for a UE at the initial 
attach and at time of intra-LTE handover involving Core 
Network (CN), i.e. MME, SGW, PDNGW, node relocation. 
The MME 112 is responsible for authenticating the user (by 
interacting with a home subscriber server (HSS), not shown), 
and the MME 112 is also responsible for generation and 
allocation of temporary identities or identifiers to UE. 
As used herein, the term bearer or bearer resource is 

defined as a transmission path in a network (Such as a RAN) 
and is used to carry UE data traffic (also termed, herein, as 
communications or service data flows (SDFs)). An EPS 
bearer is defined as a bearer that extends between the UE and 
the PDN GW and encompasses both a wireless path (UE to 
eNodeB), as well as a network transport path (eNodeB to 
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6 
PDN GW). A bearer can be bidirectional, i.e. having both an 
uplink path from the UE to the application server and a 
downlink path from the application server to the UE; or a 
bearer can be unidirectional. Such as a common point-to 
multipoint (PTM) downlink path from the application server 
to the UE for BMS traffic, which is referred to herein as a 
BMS bearer. Each BMS bearer is identified using a unique 
and/or different identifier, which in the 3GPP TSs is called a 
Temporary Mobile Group Identity (TMGI). In some embodi 
ments, between the eNodeB and the UE, the BMS bearer may 
take the form of a Multicast Traffic Channel (MTCH), with 
the traffic associated to a specific TMGI being carried by a 
specific MTCH at any given time. 
The MBMS GW 110 is an entry point in the LTE system 

from the central resource manager 102 via a reference 104 to 
establish the total BMS bearers in the RAN. The MBMS GW 
110 is also an entry point in the LTE system from an appli 
cation server via a reference point 176, 186, and it distributes 
BMS traffic to all eNodeBS within BMS Service areas. BMS 
may use Single Frequency Network (SFN) transmission, also 
referred to as MBSFN. In MBSFN, the BMS transmission 
happens from a time-synchronized set of eNodeBs in the 
service area, using the same resource blocks. IP multicast can 
be used for distributing the traffic from the BMS GW 114 to 
the differenteNodeBs. Moreover, in an embodiment, media is 
delivered from the LTE EPC (via the MBMS-GW 110) to the 
eNodeBs in each MBSFN Area of the E-UTRAN 134 using 
Protocol-Independent Multicast source-specific multicast 
(PIM-SSM), as illustrated by links 118, 120, 122, and 124. 

In some embodiments, as described in the 3GPP TSs, a 
RAN, such as the LTEE-UTRAN 134, can be partitioned into 
one or more BMS service areas (referred to as MBMS service 
areas in 3GPP), with each BMS service area covering a par 
ticular geographical area in which BMS transmissions to the 
UE can occur. A BMS service area can be further partitioned 
into one or more MBSFN areas each identified by a MBSFN 
area ID. Further, each MBSFN Area generally includes a 
plurality of cells, wherein a cell is defined as being inclusive 
of a single eNodeB’s coverage area or a portion of an eNo 
deB’s coverage area and can be identified by a cell identifier. 
As used herein, however, the terms "BMS service area' and 
“MBSFN area are used interchangeably since, in the 
described embodiment, the BMS service area and MBSFN 
area have a one-to-one correspondence. However, this is 
meant only to be illustrative and to provide a simple embodi 
ment for ease of understanding, and is in no way meant to 
limit the scope of the present teachings. As such, the present 
teachings also apply to a logical partitioning of the LTE 
E-UTRAN 134 where there is a one-to-many correspondence 
between the BMS service area and MBSFN area. 
The SGW 114 routes and forwards user point-to-point data 

packets, while also acting as the mobility anchor for the user 
plane during inter-eNodeB handovers and as the anchor for 
mobility between LTE and other 3GPP technologies. There 
are also links between the SGW 114 and the eNodeBS for 
transporting media that are not shown in FIG. 1 for the pur 
pose of simplifying the diagram. The PDN GW 116 provides 
connectivity to the UE to external packet data networks 
(PDNs) by being the point of exit and entry of traffic for the 
UE via reference points 174 and 184. A UE may have simul 
taneous connectivity with more than one PDN GW for 
accessing multiple PDNs. The PDNGW 116 performs policy 
enforcement, packet filtering for each user, charging Support, 
lawful interception and packet screening using policy and 
charging rules provided by a Policy and Charging Rules 
Function (PCRF), which is not shown. Another key role of the 
PDN GW 118 is to act as the anchor for mobility between 
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3GPP and non-3GPP technologies, such as WiMAX and 
3GPP2 (CDMA 1X and EvDO). 
E-UTRAN 134 comprises multiple cells each served by an 

eNodeB. As shown in FIG. 1, LTE E-UTRAN 134 includes 
many eNodeBs (one such eNodeB labeled as 140) compris 
ing one or more cells. The eNodeBS serve as the intermediate 
infrastructure device between the UE 142-164 and the EPC 
108 and a point of access for the UE to assigned or allocated 
bearers. Each cell represents a geographic coverage area that 
provides the wireless resources, termed herein as bearers, for 
carrying data (or SDFs) for UE connected to the E-UTRAN. 
Although in this illustrative implementation, each eNodeB 
coverage area comprises three cells, the number of cells per 
eNodeB coverage area may be more than three and as few as 
OC. 

Furthermore, the LTE EUTRAN 134 comprises a plurality 
of BMS service areas 126, 128, 130, and 132, each having at 
least one eNodeB Supporting at least one cell. As shown in 
FIG. 1, the BMS service areas partially overlay (for example 
the UE 150 is located in an eNodeB coverage area that is 
included in BMS service areas 126 and 128). However, at 
least some (or all) of the BMS service areas could have 
mutually exclusive geographically boundaries. 

In accordance with an embodiment of the present disclo 
Sure, the central resource manager may establish a plurality of 
BMS bearers a priori in each BMS service area (i.e. in each 
MBMS area), meaning that the BMS bearers may be “pre 
established' or already established before a local call control 
ler (e.g. 170 and 180) receives a requests to transmit media 
over the EPS to a communication group. Accordingly, the 
central resource manager 102 may establish or pre-establish a 
total number of BMS bearers across all of the BMS service 
areas, reserve a portion or subset of the total number of BMS 
bearers (also referred to herein as “local resources') for use 
by one or more local call controllers, wherein each local call 
controller manages its designated and identified local 
resources (e.g. by TMGI) and allocates its local resources 
upon receiving call requests. This configuration is in contrast 
to the prior art where a central call controller maintains con 
trol over all radio resources and allocates the resources itself 
for each call requests. In further accord with the present 
teachings, the central resource manager also reserves a por 
tion or subset of the total number of pre-established BMS 
bearers in a common pool (also referred to herein as “shared 
resources' or “shared pool') that is not reserved for any of the 
local call controllers in particular. Instead the resources in the 
shared pool are allocated, as needed, to a local call controller 
that runs low on local resources. 

Regarding the remaining FIGS. 2-7, FIG. 2 illustrates a 
method for initial BMS bearer establishment and allocation 
of shared and local BMS bearers by the central resource 
manager 102. FIGS. 3-7 illustrate various embodiments that 
show the central resource manager 102 and the local call 
controllers 170, 180 managing the shared and local BMS 
bearers. In FIGS. 2-7, each local call controller 170 or 180 has 
the ability to individually manage a pool of local BMS bear 
ers, apart from the central resource manager 102, once these 
local BMS bearers have been allocated and identified by the 
central resource manager 102 to the local call controller. This 
is in contrast to the prior art where a central call controller102 
performs all of the resource management and allocation of 
BMS bearers for call requests. In FIGS. 2-7 the central 
resource manager 102 coordinates the allocation and identi 
fication of BMS bearers to the local call controllers 170, 180 
and the management of shared BMS bearers. 

In a particular embodiment, for example, the BMS bearers 
serve as Voice channels, the central resource manager 102 
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8 
establishes all of the BMS bearers over all of the BMS Ser 
vices areas. It should be noted that although specific reference 
is made to voice channels by reference to FIGS. 2-7, the 
present teachings can be used to manage BMS bearers that are 
used to carry any type of media. As shown by reference to 
FIG. 2, the central resource manager 102 further establishes 
locally managed BMS bearers and shared BMS bearers. The 
locally managed BMS bearers can be, for instance, allocated 
to local call controllers based on normal work patterns. For 
example, the TMGIs for the BMS bearers (which identify the 
bearers) and IP Multicast addresses for each of the BMS 
bearers may be distributed, by the central resource manager 
102, to the various agencies. The shared BMS bearers are the 
remaining bearers that are maintained and managed by the 
central resource manager 102 for shared use. The TMGIs for 
each of the shared BMS bearers, for example, are allocated by 
the central resource manager 102 when needed or requested. 

For normal group calls, the local call controller for the 
agency assigns a BMS bearer from its locally managed allo 
cation of BMS bearers to users, as needed. If BMS bearers 
from its locally managed allocation are not available, either 
due to oversubscription or the fact that users have roamed to 
service areas where the local call controller for the agency is 
not locally managing a BMS bearer allocation, the local call 
controller for the agency can request to borrow a BMS bearer 
from the shared pool (as illustrated by reference to FIG. 3). 
One use case is that the agency is involved in an important 
communication and is therefore entitled to more than its 
normal allocation. Alternatively, the local call controller for 
the agency can request to borrow a local BMS bearer from 
another agency that is managing an available BMS bearer (as 
illustrated by reference to FIG. 6). One use case is that a 
roaming user is assisting a different agency in a communica 
tion. 

Moreover, in accordance with another embodiment, the 
central resource manager 102 may reclaim a BMS bearer 
from an agency to Support an incident involving other agen 
cies (as illustrated by reference to FIG. 5). A BMS bearer may 
also be used for multi-agency calls, wherein a common set of 
TMGIs for the BMS bearers, for example, is distributed to all 
participating agencies so that they can manage their users 
individually but utilize a shared BMS bearer (as illustrated by 
reference to FIG. 7). In another illustrative approach, the 
agencies may be allocated only a small number of BMS 
bearers to manage in order to keep most of the BMS bearers 
in the shared pool of BMS bearers. As an agency comes close 
to running out or low of available BMS bearers allocated to 
the agency, the local call controller for the agency may 
request from the central resource manager 102 additional 
BMS bearers from the shared pool for local use (as illustrated 
by reference to FIG. 4). 

Turning back to FIG. 2, a message sequence diagram is 
shown that illustrates initial BMS bearer establishment by a 
central resource manager, the allocation of BMS bearers to 
one or more local call controllers to manage locally, and the 
reservation of shared BMS bearers, by the central resource 
manager. FIG. 2 illustratively shows the local call controller 
170, the local call controller 180, the central resource man 
ager 102, a central database 210, and the LTE EPC 108 (which 
could alternatively be the core infrastructure in an access 
network implementing a different radio access technology). 

In one embodiment, there is a predefined allocation of how 
many BMS bearers (e.g. voice channels) are reserved in each 
BMS SA, which ones are allocated to, and therefore managed 
by, each agency, and which ones are shared and therefore 
managed centrally by the central resource manager. However, 
in another embodiment, at least a portion of Such determina 
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tions can be dynamically determined based on system usage 
over time, for instance. Thus, in this example, let us assume 
that the central resource manager 102 obtains the BMS bearer 
allocation information, for instance, as stored in and received 
from a central database 210 (at 212), to establish via the LTE 
EPC 108 a corresponding “total number of BMS bearers (at 
214). For BMS bearers allocated to and managed by a par 
ticular agency, the TMGIs for the BMS bearers, for example, 
may be distributed to the various agencies to identify the 
portion of the total number of BMS bearers allocated and 
managed for use by the respective local call controllers (at 
218, 222). Each local call controller 170, 180 stores its locally 
managed allocation of BMS bearers, e.g. in a resources man 
agement database, respectively (at 224, 220). For BMS bear 
ers reserved for shared usage by the local call controllers, the 
TMGIs for the BMS bearers, for example, may be stored in 
the central resource manager 102 and allocated, as needed (at 
216). 
Once a local call controller is locally managing at least one 

allocated BMS bearer, it can itself (i.e. without the central 
resource manager 102) assign a BMS bearer from its locally 
managed allocations of BMS bearers to transport media to a 
communication group, wherein a communication group is 
defined as a group of member devices and/or users that 
become associated or affiliated with the group for the pur 
poses of receiving one or more common media streams. The 
common media streams may be any type of media; and where 
the media distributed is voice, the communication group is 
referred to as a “talkgroup'. Moreover, a media stream is 
defined as messaging comprising one or more packets that 
carry media (e.g. Voice, data, Video, etc.), and a packet is 
defined in general as a message structure for partitioning the 
media stream for transmission. However, the message struc 
ture of the media does not limit the scope of the teachings 
herein; as such the teachings can be applied to the transmis 
sion of media streams having other message structures. 
When the local call controller 170 receives a request to 

transmit a media stream to a communication group, the local 
call controller 170 determines the members of the communi 
cation group identified in the call (e.g. PTT) request and 
selects a set of BMS service areas, wherein the set typically 
includes those BMS service areas in which group members 
are located. After determining the set of BMS services areas, 
the local call controller 170 attempts to identify one or more 
available BMS bearers (from its locally managed allocations 
of BMS bearers) in each of the selected BMS services areas to 
assign to transport the media stream for the communication 
group. In one illustrative implementation, the local call con 
troller 170 consults a resource management database that, at 
a minimum, contains a listing of all of the BMS bearers in 
each BMS service area and a simple indication of current 
communication group assignment status for each of the BMS 
bearers, for example, assigned or available (i.e. unassigned). 
In an embodiment, the resource management database further 
maintains for each assigned BMS bearer, an identification of 
the communication group to which the BMS bearer is 
assigned. 
Where the local call controller has sufficient BMS bearers 

in each BMS service area in its locally managed allocations, 
it can simply assign those BMS bearers to support the group 
communications. However, embodiments of the present dis 
closure address the scenario where the local call controller 
either does not have sufficient BMS bearers in one or more 
BMS service areas in its locally managed allocations to Sup 
port the group communications, or the local call controller 
anticipates that it may run short of BMS bearers in its locally 
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10 
managed allocations and takes anticipatory measures to man 
age additional BMS bearer allocations. 
As regards to the messaging exchanged with the UE shown 

in the message sequence diagrams of FIGS. 3-7, any Suitable 
signaling can be used for the messages. In one illustrative 
example, signaling in accordance with the OMA PoC TS is 
used to exchange messaging with the UE, e.g. the call 
requests and call grants, but the particular messaging depends 
on the protocols (i.e. proprietary or standard) being used by 
the devices sending the messaging. More particularly, in the 
case wherein OMA PoC is implemented, the call request is a 
PTT request that is communicated by way of floor control 
signaling, for instance in a Talk Burst Control Protocol 
(TBCP) message, from a PTT Client affiliated with a particu 
lar communication group that is identified by a talkgroup 
identifier, for instance. However, in an alternative embodi 
ment, the request could be communicated using a SIP 
INVITE message. 
With regards to the call grant messages, after a BMS bearer 

is assigned to a call, the local call controller identifies the 
assigned BMS bearer to the members of the communication 
group, for example, using a “call grant’ message comprising 
an identifier for the BMS bearer (e.g. TMGI). Alternatively, 
although in Some instances not as efficient and limiting in the 
amount of data that can be put into the messages, the identifier 
for the BMS bearer could be included in floor control signal 
ing to the PTT Client sending the PTT request (i.e. the PTT 
requestor) and to the other group members notifying the 
corresponding UE (and users) that a session is granted in 
response to the PTT request. For example, the floor control 
signaling comprises a call grant message to the PTT requestor 
and a call taken message to the other group members, as 
described in OMA-TS-PoC UserPlane-V1 0-3-20090922 
A. The messaging sent between the central resource manager 
102 and the local call controllers 170,180 can also take on any 
Suitable format, standard or proprietary. For example, real 
time control protocol (RTCP) based messages of which 
OMA-PoC floor signaling is based, SIP messages, propri 
etary messaging on top of UDP/IP or SCTP, etc. can be used. 

FIG. 3 illustrates UE 142 and 164, a local call controller 
170, and a central resource manager 102. In an illustrative use 
case scenario, the local call controller 170 is owned and/or 
operated by an Agency A, and the coverage area for the local 
call controller 170 includes service areas 126, 128, and 130. 
As such, in this example, the local call controller 170 is 
locally managing allocations from the central resource man 
ager of BMS bearers covering these service areas. Users from 
Agency Aare located in BMS SA1 and BMS SA4126, 132, 
and a call request for a group call is made by one of the users 
(e.g. UE 164; at 310). The local call controller for Agency A 
170 checks its locally managed allocation(s) of BMS bearers 
(at 312) and determines that it locally managing a BMS bearer 
allocation that is located in BMS SA1 but not BMS SA4. The 
local call controller for Agency A 170, thus, requests an 
additional BMS bearer, e.g. a voice channel, from the central 
resource manager 102 covering BMS SA4 (at 314). 
The central resource manager 102 checks it shared pool of 

BMS bearers (at 316) and determines that it has an available 
BMS bearer in the shared pool that is located in BMS SA4. In 
this example, the central resource manager 102 temporarily 
allocates (e.g. “loans') at least one BMS bearer to the local 
call controller for Agency A 170, and marks the particular 
BMS bearer that was temporarily allocated from the shared 
pool as unavailable. In this case, temporarily means that the 
BMS bearer will be released back to the shared pool after the 
call ends or some pre-established or negotiated time period 
thereafter. Temporarily further means that the BMS bearer is 
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not stored as a local allocation to be managed by the local call 
controller for Agency A 170 for assignment to future group 
communications. 
The central resource manager 102 identifies the BMS 

bearer from the shared pool to the local call controller for 
Agency A170 (e.g. via a TMGI for the bearer) (at 318). Upon 
receipt, the local call controller for Agency A 170 assigns the 
BMS bearers to the call, and signals the start of the call, via a 
call grant, to the users using the identifiers for the BMS 
bearers: the BMS bearer located in BMS SA 4132 for use by 
UE 164 that was assigned to the call by the local call control 
ler 170 from a temporarily allocation from the shared pool of 
BMS bearers, and the BMS bearer covering service area 1126 
for use by UE 142 that was assigned to the call by local call 
controller 170 from its locally managed allocations of BMS 
bearers (at 320 and 322). 

FIG. 4 illustrates the embodiment where a local call con 
troller is allocated at least one additional BMS bearer from the 
shared pool to manage and include in its local allocation. FIG. 
4 illustrates a UE152, a local call controller 170, and a central 
resource manager 102. In an illustrative use case scenario, the 
local call controller 170 is owned and/or operated by an 
Agency A, and the coverage area for the local call controller 
includes BMS SA1 to BMS SA3126-130, in this example. As 
such, in this example, the local call controller 170 is locally 
managing allocations from the central resource manager of 
BMS bearers covering these service areas. 
A user (e.g. UE 152) from Agency A is located in BMS SA3 

130. A call request for a group call is made by the user 152 (at 
408). The local call controller for Agency A 170 checks its 
locally managed allocation(s) of BMS bearers (at 410), and 
determines that it is locally managing allocations of BMS 
bearers that are able to sufficiently support the call. The local 
call controller for Agency A 170 assigns a BMS bearer 
located in BMS SA3130 from its locally managed allocations 
to the call, marks the BMS bearer as unavailable, and signals 
the start of the call, via a call grant, to the user 152 (at 412). 
Upon allocating the local BMS bearer for the group call (at 

412), the local call controller for Agency A 170 determines 
that it has depleted its locally managed allocations of BMS 
bearers located in BMS SA3 130 and requests at least one 
additional BMS bearer allocation located in BMS SA3 to 
avoid busying future calls. In this example, the local call 
controller for Agency A 170, therefore, requests the at least 
one additional BMS bearer allocation from the central 
resource manager 102 (at 414). The central resource manager 
102 checks its shared pool of BMS bearers and policy data 
base to determine whetherit is allowed to fulfill such a request 
from this particular local call controller for Agency A 170 (at 
416), and determines that Agency A is below its maximum 
allocation of BMS bearers located in BMS SA3 130. Upon 
determining that there are shared BMS bearers located in 
BMS SA3 that it can allocate to Agency A to manage, the 
central resource manager 102 identifies the at least one addi 
tional BMS bearer to the local call controller for Agency A 
170 (e.g. via a TMGI for the bearer(s); at 418), and removes 
the identified BMS bearer(s) from the shared pool. The local 
call controller for Agency A 170 stores the at least one addi 
tional BMS bearer to its locally managed allocations of BMS 
bearers (at 420) for assignment to future calls. 

FIG. 5 illustrates an embodiment where the central 
resource manager reclaims an allocated BMS bearer being 
locally managed by a local call controller and returns it to the 
shared pool of BMS bearers in order to allocate the reclaimed 
BMS bearer to another local call controller, as needed. FIG.5 
illustrates a UE 154, local call controllers 180 and 170, and a 
central resource manager 102. 
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In an illustrative use case scenario, a user (e.g. UE 154) 

from an Agency B is located in BMS SA3 130. A call request 
for a group call is made by this user 154 (at 510). The local call 
controller for Agency B 180 checks it locally managed allo 
cations of BMS bearers (at 512), and determines that it is not 
managing any available BMS bearers located in BMS SA3 
130. The local call controller for Agency B 180 requests at 
least one additional BMS bearer allocation from the central 
resource manager 102 (at 514). The central resource manager 
102 checks its shared pool of BMS bearers and policy data 
base (at 516) to determine whether additional BMS bearers 
should be allocated to Agency B. In this example, let us 
assume that this request is for a high priority call. The central 
resource manager 102 determines that additional BMS bear 
ers can be allocated to Agency B, but it does not have an 
available shared BMS bearer located in BMS SA3. However, 
the central resource manager 102 determines that the local 
call controller for Agency A 170 is locally managing an 
available BMS bearer located in BMS SA3130, and reclaims 
the particular BMS bearer from the local call controller for 
Agency A 170 for shared use (at 518). The central resource 
manager 102 allocates and identifies (e.g. via the TMGI for 
the bearer) the reclaimed BMS bearer to the local call con 
troller for Agency B 180 (at 520). The local call controller for 
Agency B 180 assigns the reclaimed BMS bearer to the call, 
and signals the start of the call, via a call grant, to the user (at 
522). Depending on system policy, after the end of the call or 
some predetermined time, the reclaimed BMS bearer may be 
stored and locally managed by the local call controller for 
Agency A 170, stored and locally managed by the local call 
controller for Agency B 180, or stored and locally managed 
by the central resource manager 102 as a shared resource. 

FIG. 6 illustrates an embodiment where local call control 
lers 170, 180 share BMS bearers between one another from 
their locally managed allocations of BMS bearers, respec 
tively. FIG. 6 illustrates a UE 164, a local call controller 170, 
and a local call controller 180. In an illustrative use case 
scenario, the local call controller 170 is owned and/or oper 
ated by an Agency A, and the coverage area for the local call 
controller 170 comprises BMS SA1 to BMS SA3126-130 in 
this example. As such, in this example, the local call control 
ler 170 is locally managing allocations from the central 
resource manager of BMS bearers located in these service 
aaS. 

A user (e.g. UE 164) from Agency A is located in BMS SA4 
132, for instance, and assisting an incident managed by an 
Agency B. A call request for a group call is made by this user 
164 (at 608). The local call controller for Agency. A 170 
checks its locally managed allocations of BMS bearers (at 
610), and determines that it is not locally managing any 
allocations of BMS bearers located in BMS SA4164. The 
local call controller for Agency A 170 requests at least one 
additional BMS bearer from the local call controller for 
Agency B 180 since it is providing assistance to Agency B (at 
614). The local call controller for Agency B 180 checks its 
locally managed allocations of BMS bearers (at 616), and 
determines that it is locally managing an available BMS 
bearer located in BMS SA4132. The local call controller for 
Agency B 180 identifies (e.g. via a TMGI for the bearer; at 
618) and allocates a BMS bearer located in BMS SA4132 to 
the local controller of Agency A170, and marks the particular 
BMS bearer as unavailable. The local call controller for 
Agency A170 assigns the BMS bearer to the call, and signals 
the start of the call, via a call grant, to the user 164 (at 620). At 
the end of the call, or some predetermined time, the BMS 
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bearer may be returned to the local call controller for Agency 
B 180 and marked as available for future group communica 
tions. 

FIG. 7 illustrates an embodiment facilitating multi-agency 
shared BMS bearers. FIG. 7 illustrates UE 146,156,158, and 
164, local call controllers 170 and 180, and a central resource 
manager 102. In an illustrative implementation scenario, the 
local call controller 170 is owned and/or operated by an 
Agency A, and the local call controller 180 is owned and/or 
operated by an Agency B. Users (e.g. UE 146 and 156) from 
Agency A are located in BMS SA1 and BMS SA3 in this 
example. Users (e.g. UE 158 and UE 164) from Agency Bare 
located in BMS SA3 and BMS SA4 in this example. A call 
request for a group call is made by one of the users (e.g. UE 
156; at 716). The local call controller for Agency. A 170 
determines that this call should be common/shared with 
Agency B, and coordinates the call setup with the local call 
controller for Agency B (at 718). Since this is a multi-agency 
call, the local call controller for Agency A170 determines that 
BMS bearers are needed in BMS SA1. BMS SA3 and BMS 
SA4126, 130, 132. However, the local controller for Agency 
A 170 checks its locally managed allocation(s) of BMS bear 
ers (at 720) and determines that it is only locally managing 
allocations of BMS bearers located in BMS SA1 to BMS SA3 
126-130, but not BMS SA4132. 
The local call controller for Agency A 170 requests at least 

one additional BMS bearer from the central resource manager 
102 (at 722). The central resource manager 102 checks the 
shared pool of BMS bearers (at 724), and determines that it 
has available at least one shared BMS bearer for the requested 
BMS SAs. The central resource manager 102 identifies the 
shared BMS bearer(s) to the local call controller for Agency A 
170 (e.g. via TMGIs for the bearer(s); at 726), allocates the 
necessary BMS bearer(s) from the shared pool, and marks the 
shared BMS beareras unavailable. The central resource man 
ager 102 also identifies the BMS bearer(s) to the local call 
controller for Agency B 180 since it is also part of the call (at 
728). The local call controller for Agency A 170 assigns the 
BMS bearers to the call, and signals the start of the call, via a 
call grant, to its users 156, 146, indicating the shared BMS 
bearer to be used (e.g. providing the TMGI value for the 
bearer; at 730, 734). The local call controller for Agency B 
180 signals the start of the call, via a call grant, to its users 
158,164, indicating the shared BMS bearer to be used (at 732, 
736). 

It should be noted that in the example described above in 
FIG. 7, since this call is common to multiple agencies, BMS 
bearers from the shared pool can be used to cover the entire 
call. As such, the local call controller for Agency A 170 may 
request BMS bearers located in all of the BMS SAS needed 
for the call, BMS SA1. BMS SA3 and BMS SA4 126, 130, 
132 from the central resource manager 102 (even though it 
locally managing allocations of available BMS bearers cov 
ering BMS SA1 and BMS SA3). 

In an alternative embodiment, the local call controller for 
Agency A 170 may assign available BMS bearers located in 
BMS SA1 and BMS SA3126, 130 from its locally managed 
allocations, and only request a BMS bearer located in BMS 
SA4132 from the shared pool. In this alternative embodi 
ment, a mechanism is then used to convey the BMS bearers 
the local call controller for Agency A 170 assigned from its 
locally managed allocations to the local call controller for 
Agency B 180. For example, this could be done through the 
shown messaging; for instance the request for at least one 
additional BMS bearer (at 722) could identify the two BMS 
bearers assigned by the local call controller for Agency A170 
from its locally managed allocations that are located in BMS 
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SA1 and BMS SA3 126, 130 as well as the request for the 
additional BMS bearer located in BMS SA4 132 from the 
shared pool. As such, the central resource manager 102 would 
be able to identify all the BMS bearers used for the call, even 
the BMS bearers assigned from local call controller for 
Agency A 170 from its locally managed allocations. Another 
alternative is that the local call controller for Agency A 170 
could forward the identity of the BMS bearers assigned to the 
call from its locally managed allocations to the local call 
controller for Agency B, and the central resource manager 
could identify the BMS bearer assigned to the call from the 
shared pool. 

In the foregoing specification, specific embodiments have 
been described. However, one of ordinary skill in the art 
appreciates that various modifications and changes can be 
made without departing from the scope of the invention as set 
forth in the claims below. Accordingly, the specification and 
figures are to be regarded in an illustrative rather than a 
restrictive sense, and all such modifications are intended to be 
included within the scope of present teachings. The benefits, 
advantages, solutions to problems, and any element(s) that 
may cause any benefit, advantage, or Solution to occur or 
become more pronounced are not to be construed as a critical, 
required, or essential features or elements of any or all the 
claims. The invention is defined solely by the appended 
claims including any amendments made during the pendency 
of this application and all equivalents of those claims as 
issued. 
An embodiment for managing at least one broadcast/mul 

ticast service (BMS) bearer among a plurality of communi 
cation groups is disclosed in the present invention. A central 
resource manager is communicatively coupled to a BMS 
capable system. The BMS capable system has a radio access 
network partitioned into at least one BMS service area and a 
total number of BMS bearers for transporting media streams, 
wherein each BMS service area has associated therewith a 
portion of the total number of BMS bearers. The central 
resource manager is configured to perform the steps of allo 
cating, to a first local call controller of a plurality of local call 
controllers, a first portion of the total number of BMS bearers 
to be managed locally by the first local call controller; iden 
tifying the first portion of the total number of BMS bearers to 
the first local call controller, and managing a second portion 
of the total number of BMS bearers for a subsequent alloca 
tion to at least one local call controller of the plurality of local 
call controllers. 

According to a further embodiment, the total number of 
BMS bearers is established a priori. 

According to another further embodiment, each estab 
lished BMS bearer is identified using a different temporary 
mobile group identifier. 

According to another further embodiment, the central 
resource manager is further configured to perform the steps 
of receiving, from the first local call controller, a request for 
an additional BMS bearer; and identifying, to the first local 
call controller, the additional BMS bearer from the second 
portion of the total number of BMS bearers. 

According to yet a further embodiment, the additional 
BMS bearer from the second portion of the total number of 
BMS bearers is temporarily allocated to the first local call 
controller. 

According to another further embodiment, the central 
resource manager is further configured to perform the step of 
returning the additional BMS bearer back to the second por 
tion of the total number of BMS bearers once a communica 
tion being transported over the additional BMS bearer has 
ended. 
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According to another further embodiment, the central 
resource manager is further configured to perform the step of 
returning the additional BMS bearer back to the second por 
tion of the total number of BMS bearers after a predetermined 
time. 

According to another further embodiment, the additional 
BMS bearer from the second portion of the total number of 
BMS bearers is allocated for inclusion in the first portion of 
the total number of BMS bearers, and further comprising 
removing the additional BMS bearer from the second portion 
of the total number of BMS bearers. 

According to another further embodiment, the central 
resource manager is further configured to perform the step of 
identifying, to a second local call controller, a third portion of 
the total number of BMS bearers, wherein the third portion of 
BMS bearers is managed locally by the second local call 
controller. 

According to another further embodiment, the central 
resource manager is further configured to perform the steps 
of receiving, from the first local call controller, a request for 
an additional BMS bearer; reclaiming a BMS bearer identi 
fied in the third portion of the total number of BMS bearers 
from the second local call controller; and identifying, to the 
first local call controller, in response to the request for 
resources, the BMS bearer reclaimed from the third portion of 
the total number of BMS bearers. 
An embodiment for managing at least one broadcast/mul 

ticast service (BMS) bearer among a plurality of communi 
cation groups is also disclosed. A first local call controller is 
communicatively coupled to a BMS capable system. The 
BMS capable system has a radio access network that includes 
at least one BMS service area and a total number of BMS 
bearers for transporting media streams, wherein each BMS 
service area has associated therewith a portion of the total 
number of BMS bearers. The first local call controller con 
figured to perform the steps of receiving, from a central 
resource manager, an identification of a first portion of the 
total number of BMS bearers allocated to the first local call 
controller, locally managing the allocation of the first portion 
of the total number of BMS bearers; receiving a request to 
transmit a media stream to a communication group; if there 
are sufficient BMS bearers in the first portion of the total 
number of BMS bearers to support transmission of the media 
stream to the communication group, assigning at least one 
BMS bearer from the first portion of the total number of BMS 
bearers to the group communication; and if there are insuffi 
cient BMS bearers in the first portion of the total number of 
BMS bearers to support transmission of the media stream to 
the communication group, sending a request for at least one 
additional BMS bearer, and responsive to the request for the 
at least one additional BMS bearer, receiving an identification 
of at least one additional BMS bearer from the total number of 
BMS bearers. 

According to another further embodiment, wherein the 
first local call controller sends the request for the at least one 
additional BMS bearer to a second local call controller in the 
BMS capable system, and receives from the second local call 
controller the identification of the at least one additional BMS 
bearer from a second portion of the total number of BMS 
bearers, wherein the second portion of the total number of 
BMS bearers is allocated to and locally managed by the 
second local call controller. 

According to another further embodiment, the first local 
call controller sends the request for the at least one additional 
BMS bearer to the central resource manager, and receives 
from the central resource manager the identification of the at 
least one additional BMS bearer from a second portion of the 
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total number of BMS bearers, wherein the second portion of 
the total number of BMS bearers is allocated and locally 
managed by a second local call controller in the BMS capable 
system. 

According to another further embodiment, the first local 
call controller sends the request for the at least one additional 
BMS bearer to the central resource manager, and receives 
from the central resource manager the identification of the at 
least one additional BMS bearer from a second portion of the 
total number of BMS bearers, wherein the second portion of 
the total number of BMS bearers is part of a shared pool of 
BMS bearers that is managed by the central resource man 
ager. 

According to another further embodiment, the at least one 
additional BMS bearer from the second portion of the total 
number of BMS bearers is temporarily allocated to the first 
local call controller. 

According to another further embodiment, the first local 
call controller is further configured to perform the step of 
adding the at least one additional BMS bearer to the first 
portion of the total BMS bearers upon receipt of its identifi 
cation. 

According to another further embodiment, each BMS 
bearer is identified using a different temporary mobile group 
identifier. 

Moreover in this document, relational terms such as first 
and second, top and bottom, and the like may be used solely 
to distinguish one entity or action from another entity or 
action without necessarily requiring or implying any actual 
Such relationship or order between such entities or actions. 
The terms “comprises.” “comprising.” “has”, “having.” 
“includes”, “including.” “contains”, “containing” or any 
other variation thereof, are intended to cover a non-exclusive 
inclusion, Such that a process, method, article, or apparatus 
that comprises, has, includes, contains a list of elements does 
not include only those elements but may include other ele 
ments not expressly listed or inherent to such process, 
method, article, or apparatus. An element proceeded by 
“comprises . . . a”, “has . . . a”, “includes . . . a”, “con 
tains ... a does not, without more constraints, preclude the 
existence of additional identical elements in the process, 
method, article, or apparatus that comprises, has, includes, 
contains the element. The terms 'a' and “an are defined as 
one or more unless explicitly stated otherwise herein. The 
terms “substantially”, “essentially”, “approximately”, 
“about' or any other version thereof, are defined as being 
close to as understood by one of ordinary skill in the art, and 
in one non-limiting embodiment the term is defined to be 
within 10%, in another embodiment within 5%, in another 
embodiment within 1% and in another embodiment within 
0.5%. The term “coupled as used herein is defined as con 
nected, although not necessarily directly and not necessarily 
mechanically. A device or structure that is “configured in a 
certain way is configured in at least that way, but may also be 
configured in ways that are not listed. 

It will be appreciated that some embodiments may be com 
prised of one or more generic or specialized processors (or 
“processing devices') such as microprocessors, digital signal 
processors, customized processors and field programmable 
gate arrays (FPGAs) and unique stored program instructions 
(including both software and firmware) that control the one or 
more processors to implement, in conjunction with certain 
non-processor circuits, some, most, or all of the functions of 
the method and apparatus for allocating Multimedia BMS 
bearers in a 3GPP capable system as described herein. The 
non-processor circuits may include, but are not limited to, a 
radio receiver, a radio transmitter, signal drivers, clock cir 
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cuits, power source circuits, and user input devices. As such, 
these functions may be interpreted as steps of a method to 
perform the allocating of Multimedia BMS bearers in a 3GPP 
capable system as described herein. Alternatively, some orall 
functions could be implemented by a state machine that has 
no stored program instructions, or in one or more ASICs, in 
which each function or some combinations of certain of the 
functions are implemented as custom logic. Of course, a 
combination of the two approaches could be used. Both the 
state machine and ASIC are considered herein as a “process 
ing device' for purposes of the foregoing discussion and 
claim language. 

Moreover, an embodiment can be implemented as a com 
puter-readable storage element or medium having computer 
readable code stored thereon for programming a computer 
(e.g. comprising a processing device) to perform a method as 
described and claimed herein. Examples of Such computer 
readable storage elements include, but are not limited to, a 
hard disk, a CD-ROM, an optical storage device, a magnetic 
storage device, a read only memory (ROM), a programmable 
read only memory (PROM), an erasable programmable read 
only memory (EPROM), an electrically erasable program 
mable read only memory (EEPROM) and a flash memory. 
Further, it is expected that one of ordinary skill, notwithstand 
ing possibly significant effort and many design choices moti 
vated by, for example, available time, current technology, and 
economic considerations, when guided by the concepts and 
principles disclosed herein will be readily capable of gener 
ating Such software instructions and programs and ICs with 
minimal experimentation. 
The abstract of the disclosure is provided to allow the 

reader to quickly ascertain the nature of the technical disclo 
sure. It is submitted with the understanding that it will not be 
used to interpret or limit the scope or meaning of the claims. 
In addition, in the foregoing detailed description, it can be 
seen that various features are grouped together in various 
embodiments for the purpose of streamlining the disclosure. 
This method of disclosure is not to be interpreted as reflecting 
an intention that the claimed embodiments require more fea 
tures than are expressly recited in each claim. Rather, as the 
following claims reflect, inventive subject matter lies in less 
than all features of a single disclosed embodiment. Thus the 
following claims are hereby incorporated into the Detailed 
Description, with each claim standing on its own as a sepa 
rately claimed Subject matter. 

We claim: 
1. A method for managing at least one broadcast/multicast 

service (BMS) bearer among a plurality of communication 
groups, wherein a central resource manager is communica 
tively coupled to a BMS capable system, the BMS capable 
system having a radio access network partitioned into at least 
one BMS service area and a total number of BMS bearers for 
transporting media streams, and wherein each BMS service 
area has associated therewith a portion of the total number of 
BMS bearers, the central resource manager configured to 
perform the steps of: 

allocating, to a first local call controller of a plurality of 
local call controllers, a first portion of the total number 
of BMS bearers to be managed locally by the first local 
call controller; 

identifying the first portion of the total number of BMS 
bearers to the first local call controller; 

managing a second portion of the total number of BMS 
bearers for a Subsequent allocation to at least one second 
local call controller of the plurality of local call control 
lers; and 
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wherein the BMS bearers are established prior to allocation 

to the first local call controller and the at least one second 
local call controller of the plurality of local call control 
lers. 

2. The method of claim 1, wherein each established BMS 
bearer is identified using a different temporary mobile group 
identifier. 

3. The method of claim 1 further comprising: 
receiving, from the first local call controller, a request for 

an additional BMS bearer; and 
identifying, to the first local call controller, the additional 
BMS bearer from the second portion of the total number 
of BMS bearers. 

4. The method of claim 3, wherein the additional BMS 
bearer from the second portion of the total number of BMS 
bearers is temporarily allocated to the first local call control 
ler. 

5. The method of claim 4 further comprising returning the 
additional BMS bearer back to the second portion of the total 
number of BMS bearers once a communication being trans 
ported over the additional BMS bearer has ended. 

6. The method of claim 4 further comprising returning the 
additional BMS bearer back to the second portion of the total 
number of BMS bearers after a predetermined time. 

7. The method of claim 3, wherein the additional BMS 
bearer from the second portion of the total number of BMS 
bearers is allocated for inclusion in the first portion of the total 
number of BMS bearers, and further comprising removing 
the additional BMS bearer from the second portion of the total 
number of BMS bearers. 

8. The method of claim 1 further comprising identifying, to 
a second local call controller, a third portion of the total 
number of BMS bearers, wherein the third portion of BMS 
bearers is managed locally by the second local call controller. 

9. The method of claim 8 further comprising: 
receiving, from the first local call controller, a request for 

an additional BMS bearer; 
reclaiming a BMS bearer identified in the third portion of 

the total number of BMS bearers from the second local 
call controller; and 

identifying, to the first local call controller, in response to 
the request for resources, the BMS bearer reclaimed 
from the third portion of the total number of BMS bear 
CS. 

10. The method of claim 1, wherein the at least one local 
call controller of the plurality of local call controllers com 
prises a second local call controller, wherein the first portion 
of the total number of established BMS bearers are reserved 
for use by the first local call controller, wherein the second 
portion of the total number of established BMS bearers are 
reserved for use by the second local call controller, and 
wherein a third portion of the total number of established 
BMS bearers are in a common pool for sharing among the 
plurality of local call controllers as needed. 

11. A method for managing at least one broadcast/multicast 
service (BMS) bearer among a plurality of communication 
groups, wherein a first local call controller is communica 
tively coupled to a BMS capable system, the BMS capable 
system having a radio access network that includes at least 
one BMS service area and a total number of BMS bearers for 
transporting media streams, and wherein each BMS service 
area has associated therewith a portion of the total number of 
BMS bearers, the first local call controller configured to per 
form the steps of: 

receiving, from a central resource manager, an identifica 
tion of a first portion of the total number of BMS bearers 
allocated to the first local call controller; 
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locally managing the allocation of the first portion of the 
total number of BMS bearers; 

receiving a request to transmit a media stream to a com 
munication group; 

if there are sufficient BMS bearers in the first portion of the 
total number of BMS bearers to support transmission of 
the media stream to the communication group, assigning 
at least one BMS bearer from the first portion of the total 
number of BMS bearers to the group communication: 
and 

if there are insufficient BMS bearers in the first portion of 
the total number of BMS bearers to support transmission 
of the media stream to the communication group, send 
ing a request for at least one additional BMS bearer, and 
responsive to the request for the at least one additional 
BMS bearer, receiving an identification of at least one 
additional BMS bearer from the total number of BMS 
bearers. 

12. The method of claim 11, wherein the first local call 
controller sends the request for the at least one additional 
BMS bearer to a second local call controller in the BMS 
capable system, and receives from the second local call con 
troller the identification of the at least one additional BMS 
bearer from a second portion of the total number of BMS 
bearers, wherein the second portion of the total number of 2 
BMS bearers is allocated to and locally managed by the 
second local call controller. 

13. The method of claim 11, wherein the first local call 
controller sends the request for the at least one additional 
BMS bearer to the central resource manager, and receives 
from the central resource manager the identification of the at 
least one additional BMS bearer from a second portion of the 
total number of BMS bearers, wherein the second portion of 
the total number of BMS bearers is allocated and locally 
managed by a second local call controller in the BMS capable 
system. 

14. The method of claim 11, wherein the first local call 
controller sends the request for the at least one additional 
BMS bearer to the central resource manager, and receives 
from the central resource manager the identification of the at 
least one additional BMS bearer from a second portion of the 
total number of BMS bearers, wherein the second portion of 
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the total number of BMS bearers is part of a shared pool of 
BMS bearers that is managed by the central resource man 
a 9C. 

9. The method of claim 14, wherein the at least one 
additional BMS bearer from the second portion of the total 
number of BMS bearers is temporarily allocated to the first 
local call controller. 

16. The method of claim 14, further comprising adding the 
at least one additional BMS bearer to the first portion of the 
total BMS bearers upon receipt of its identification. 

17. The method of claim 11, wherein each BMS bearer is 
identified using a different temporary mobile group identifier. 

18. A central resource manager capable of serving a broad 
cast/multicast service (BMS) capable system, the BMS 
capable system having a radio access network partitioned into 
at least one BMS service area and a total number of BMS 
bearers for transporting media streams, the central resource 
manager comprising: 

a processor configured to: 
allocate, to a first local call controller of a plurality of 

local call controllers, a first portion of a pool of estab 
lished BMS bearers to be managed locally by the first 
local call controller; 

identify the first portion of the pool of established BMS 
bearers to the first local call controller; and 

allocate a second portion of the pool of established BMS 
bearers to a second local call controller of the plurality 
of local call controllers, wherein allocating the second 
portion of the pool of established BMS bearers com 
prises identifying the second portion of the pool of 
established BMS bearers to the second local call con 
troller. 

19. The central resource manager of claim 18, wherein the 
processor is configured to: 

reserve the first portion of the pool of established BMS 
bearers for use by the first local call controller; 

reserve the second portion of the pool of established BMS 
bearers for use by the second local call controller; and 

reserve a third portion of the total number of established 
BMS bearers in a common pool for sharing among the 
plurality of local call controllers as needed. 


