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SYSTEM AND METHOD FOR PROVIDING A
CLOUD COMPUTING ENVIRONMENT

CLAIM OF PRIORITY

[0001] This application claims the benefit of priority to
U.S. Provisional Patent Application titled “SYSTEM AND
METHOD FOR PROVIDING A CLOUD COMPUTING
ENVIRONMENT”, (Attorney Docket No. ORACL-
05250USA), Application No. 61/799,465, filed Mar. 15,
2013; U.S. Provisional Patent Application titled “SYSTEM
AND METHOD FOR PROVIDING A CLOUD COMPUT-
ING ENVIRONMENT”, Application No. 61/698,317, filed
Sep. 7, 2012; U.S. Provisional Patent Application titled
“SYSTEM AND METHOD FOR PROVIDING A CLOUD
COMPUTING ENVIRONMENT”, Application No. 61/698,
321, filed Sep. 7, 2012; U.S. Provisional Patent Application
titled “SYSTEM AND METHOD FOR PROVIDING A
CLOUD COMPUTING ENVIRONMENT”, Application
No. 61/698,325, filed Sep. 7, 2012; U.S. Provisional Patent
Application titled “SYSTEM AND METHOD FOR PRO-
VIDING A CLOUD COMPUTING ENVIRONMENT”,
Application No. 61/698,330, filed Sep. 7, 2012; U.S. Provi-
sional Patent Application titled “SYSTEM AND METHOD
FOR PROVIDING A CLOUD COMPUTING ENVIRON-
MENT”, Application No. 61/698,335, filed Sep. 7,2012; U.S.
Provisional Patent Application titled “SYSTEM AND
METHOD FOR PROVIDING A CLOUD COMPUTING
ENVIRONMENT”, Application No. 61/698,454, filed Sep.
7,2012; and U.S. Provisional Patent Application titled “SYS-
TEM AND METHOD FOR PROVIDING A CLOUD COM-
PUTING ENVIRONMENT”, Application No. 61/698,473,
filed Sep. 7, 2012; each of which above applications are
herein incorporated by reference.

FIELD OF INVENTION

[0002] Embodiments of the invention are generally related
to cloud computing environments, and in particular to sys-
tems and methods for enabling a cloud computing environ-
ment.

BACKGROUND

[0003] The term “cloud computing” is generally used to
describe a computing model which enables on-demand
access to a shared pool of computing resources, such as
computer networks, servers, software applications, and ser-
vices, and which allows for rapid provisioning and release of
resources with minimal management effort or service pro-
vider interaction.

[0004] A cloud computing environment (sometimes
referred to as a cloud environment, or a cloud) can be imple-
mented in a variety of different ways to best suit different
requirements. For example, in a public cloud environment,
the underlying computing infrastructure is owned by an orga-
nization that makes its cloud services available to other orga-
nizations or to the general public. In contrast, a private cloud
environment is generally intended solely for use by, or within,
a single organization. A community cloud is intended to be
shared by several organizations within a community; while a
hybrid cloud comprise two or more types of cloud (e.g.,
private, community, or public) that are bound together by data
and application portability.

[0005] Generally, a cloud computing model enables some
of those responsibilities which previously may have been
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previously provided by an organization’s own information
technology department, to instead be delivered as service
layers within a cloud environment, for use by consumers
(either within or external to the organization, according to the
cloud’s public/private nature). Depending on the particular
implementation, the precise definition of components or fea-
tures provided by or within each cloud service layer can vary,
but common examples include:

[0006] Softwareas a Service (SaaS), in which consumers
use software applications that are running upon a cloud
infrastructure, while a SaaS provider manages or con-
trols the underlying cloud infrastructure and applica-
tions.

[0007] Platform as a Service (PaaS), in which consumers
can use software programming languages and develop-
ment tools supported by a PaaS provider to develop,
deploy, and otherwise control their own applications,
while the PaaS provider manages or controls other
aspects of the cloud environment (i.e., everything below
the run-time execution environment).

[0008] Infrastructure as a Service (IaaS), in which con-
sumers can deploy and run arbitrary software applica-
tions, and/or provision processing, storage, networks,
and other fundamental computing resources, while an
IaaS provider manages or controls the underlying physi-
cal cloud infrastructure (i.e., everything below the oper-
ating system layer).

[0009] The above examples are provided to illustrate some
of'the types of environment within which embodiments of the
invention can generally be used. In accordance with various
embodiments, the systems and methods described herein can
also be used with other types of cloud or computing environ-
ments.

SUMMARY

[0010] Described herein is a system and method for
enabling a cloud computing environment. In accordance with
an embodiment, the system can include a variety of hardware
and/or software components and features, which can be used
in delivering an infrastructure, platform, and/or applications
to support public and private clouds.

BRIEF DESCRIPTION OF THE FIGURES

[0011] FIG. 1 illustrates a cloud computing environment
including service layers, in accordance with an embodiment.
[0012] FIG. 2 further illustrates a cloud computing envi-
ronment, in accordance with an embodiment.

[0013] FIG. 3 illustrates an environment that can include a
Java cloud service component, in accordance with an
embodiment.

[0014] FIG. 4 further illustrates an environment that
includes a Java cloud service component, in accordance with
an embodiment.

[0015] FIG. 5 illustrates how an environment that includes
a Java cloud service can use virtual assemblies, in accordance
with an embodiment.

[0016] FIG. 6 further illustrates the use of virtual assem-
blies, in accordance with an embodiment.

[0017] FIG. 7 further illustrates the use of virtual assem-
blies, in accordance with an embodiment.

[0018] FIG. 8 further illustrates the use of virtual assem-
blies, in accordance with an embodiment.
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[0019] FIG. 9 illustrates Java cloud service personality
injection, in accordance with an embodiment.

[0020] FIG. 10 illustrates Java cloud service deployment
processing, in accordance with an embodiment.

[0021] FIG. 11 illustrates support for multiple tenants in an
environment that includes a Java cloud service, in accordance
with an embodiment.

[0022] FIG. 12 illustrates the use of LDAP to support mul-
tiple tenants, in accordance with an embodiment.

[0023] FIG.13illustrates a workflow orchestrator, in accor-
dance with an embodiment.

[0024] FIG. 14 illustrates a virtual assembly builder for use
with a cloud computing environment, in accordance with an
embodiment.

DETAILED DESCRIPTION

[0025] As described above, a cloud computing environ-
ment (cloud environment, or cloud) can be implemented in a
variety of different ways to best suit different requirements:
for example, public cloud, private cloud, community cloud,
or hybrid cloud. A cloud computing model enables some of
those responsibilities which previously may have been pre-
viously provided by an organization’s own information tech-
nology department, to instead be delivered as service layers
within a cloud environment, for use by consumers (either
within or external to the organization, according to the
cloud’s public/private nature).

[0026] Described herein are a variety of hardware and/or
software components and features, which can be used in
delivering an infrastructure, platform, and/or applications to
support cloud computing environments. In accordance with
various embodiments, the system can also utilize hardware
and software such as Oracle Exalogic and/or Exadata
machines, WebLogic and/or Fusion Middleware, and other
hardware and/or software components and features, to pro-
vide a cloud computing environment which is enterprise-
grade, enables a platform for development and deploying
applications, provides a set of enterprise applications built on
modern architecture and use cases, and/or provides flexible
consumption choices.

[0027] In accordance with an embodiment, a cloud com-
puting environment (cloud environment, or cloud) can gen-
erally include a combination of one or more Infrastructure as
a Service (laaS) layer, Platform as a Service (PaaS) layer,
and/or Software as a Service (SaaS) layer, each of which are
delivered as service layers within the cloud environment, and
which can be used by consumers within or external to the
organization, depending on the particular cloud computing
model being used.

[0028] In accordance with an embodiment, the cloud com-
puting environment can be implemented as a system that
includes one or more conventional general purpose or spe-
cialized digital computers, computing devices, machines,
microprocessors, memory and/or computer readable storage
media, for example the computer hardware, software, and
resources provided by Oracle Exalogic, Exadata, or similar
machines.

[0029] In accordance with an embodiment, the cloud com-
puting environment can include a shared enablement and
management infrastructure, which is described in further
detail below, and which provides enablement and manage-
ment tools that can be used to support the various service
layers.
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[0030] FIG. 1 illustrates a cloud computing environment
100, in accordance with an embodiment. As shown in FIG. 1,
in accordance with an embodiment, each of the IaaS 110,
PaaS 160, and/or SaaS 170 layers can generally include a
variety of components. For example, in accordance with an
embodiment, the laaS layer can include a shared database
hardware (e.g., an Exadata machine) 112, and/or a shared
application server hardware (e.g., an Exalogic machine). The
PaasS layer can include one or more PaaS services, such as a
database service 162, application service 164, and/or Web-
Center service 166. The SaaS layer can include various SaaS
services, such as enterprise applications (e.g., Oracle Fusion
SaaS)172, and/or ISV or custom applications 176, that can be
accessed by one or more user/cloud interfaces 180.

[0031] As described above, in accordance with an embodi-
ment, the cloud computing environment can also include a
shared enablement and management infrastructure 120. For
example, as shown in FIG. 1, the shared enablement and
management infrastructure can include one or more identity
management 122, data integration 124, replication (e.g.,
Oracle GoldenGate) 126, virtual assembly builder 128, sys-
tem provisioning 130, tenant management 132, and/or enter-
prise manager components 134.

[0032] As further shown in FIG. 1, in accordance with an
embodiment, the shared enablement and management infra-
structure can also include other components, such as virus
scan 142, secure file transfer 144, HTTP routing 146,
whitelist 148, notifications 150, secure backup 152, integra-
tion gateway 154, and/or usage & billing 156 components.

[0033] The example shown in FIG. 1 is provided as an
illustration of some of the types of components which can be
included in a cloud computing environment, or within a
shared enablement and management infrastructure. In accor-
dance with other embodiments, different and/or other types or
arrangements of components can be included.

[0034] FIG. 2 further illustrates a cloud computing envi-
ronment, in accordance with an embodiment. As shown in
FIG. 2, in accordance with an embodiment, a variety of hard-
ware and/or software components and features, can be
included to together deliver an infrastructure, platform, and/
or applications that can be used to support public and private
clouds.

[0035] In accordance with an embodiment, the cloud com-
puting environment can include, for example, a cloud user
interface component 40, which allows access to the cloud
environment; a tenant automation solution 44 and billing 46,
which manages business processes associated with a cus-
tomer order; a service deployment infrastructure 48, which
supports deployment automation; an identity management
infrastructure 62, which supports the use of multiple enter-
prise and tenant schemas 64, 66; a shared database 70 and
schema pool 72; a service orchestration component 52, which
supports self-service, scalability, and automation; an enter-
prise manager 60, which allows customers/tenants to monitor
and manage their cloud services and applications 74, 76; a
virtual assembly builder component 56, which supports the
use of service instance templates, and allows personalities to
be assignment to service instances; and additional features
such as, e.g., support for SSO handling 78, whitelist function-
ality 80, or Web server (e.g., OHS, Webgate) access 54, each
of which are described in further detail below.
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Java Cloud Service

[0036] In accordance with an embodiment, a Java Cloud
Service (JCS) enables cloud customers/tenants to obtain a
dedicated set of application server (e.g., J2EE, or WebLogic)
instances, based on a subscription level. In accordance with
an embodiment, server instances can run in their own virtual
machine (VM) instance, and a virtual assembly builder com-
ponent (e.g., OVAB) can be used for deployment and tear-
down of service instances. In accordance with an embodi-
ment, customers can have multiple subscriptions, and
instances provisioned based on subscription configuration.
Incoming requests can be, e.g., load-balanced to HTTP serv-
ers, and routed to appropriate instances.

Tenant Automation Solution

[0037] Inaccordance with an embodiment, a Tenant Auto-
mation Solution (TAS) can be provided to manage business
processes associated with a customer order, and determine
whether an order should proceed to provisioning. In accor-
dance with an embodiment, TAS can interact with a System
Deployment Infrastructure (SDI), e.g., for service instance
creation, deletion, and scale up.

Service Deployment Infrastructure

[0038] In accordance with an embodiment, a Service
Deployment Infrastructure (SDI) provides deployment auto-
mation for TAS, including automation for the business pro-
cessing used by customers to create new services. In accor-
dance with an embodiment, SDI can act as an intelligent
orchestrator for provisioning requests and providing web ser-
vices to TAS.

IDM Infrastructure

[0039] Inaccordance with an embodiment, to support mul-
tiple enterprises and tenants, an IDM infrastructure can be
provided, wherein each tenant can be associated with an
Identity Domain, with its own unique name space, such that
each tenant’s Identity Domain is isolated from one other. In
accordance with an embodiment, when a customer subscribes
to a service for the first time, an Identity Domain can be
created in IDM, and associated with that customer.

Enterprise Manager

[0040] In accordance with an embodiment, an Enterprise
Manager can be provided to allow customers to monitor and
manage their Java Cloud Service (JCS) instances and J2EE
applications, e.g., by managing the lifecycle of applications
deployed to those instances.

[0041] HTTP Traffic Routing

[0042] Inaccordance with an embodiment, the system can
support routing of HTTP traffic, e.g., from published end-
points or URL’s, to individual service instances. In accor-
dance with an embodiment, a routing layer can be based on a
common shared set of HTTP server (e.g., OHS) instances that
are configured to route traffic from clients to appropriate
service instances. In accordance with an embodiment, the
routing layer can include multiple pools of OHS instances,
with a pool per service type.

Request Throttling

[0043] Inaccordance with an embodiment, a throttling fea-
ture provides a means to ensure customers cannot circumvent

Mar. 13, 2014

user limits, such as making large number of service calls, e.g.,
by limiting the number of concurrent user requests a particu-
lar tenant can have.

Whitelist

[0044] In accordance with an embodiment, a whitelist fea-
ture can be provided, wherein customers can, e.g., specify a
list or range of acceptable client addresses for their services,
which provides a means of limiting access to services to a
range of trusted addresses. In accordance with an embodi-
ment, the whitelist can be configurable for a tenant, to protect
the services belonging to that tenant. For examples, OHS
instances within a HTTP routing layer can consult the
whitelist, if present, and reject requests that do not originate
from an address on the whitelist.

Service Orchestration

[0045] In accordance with an embodiment, a service
orchestration component can be provided to further support
self-service, scalability, and automation, including managing
processes throughout the cloud environment.

Virtual Assembly Builder

[0046] Inaccordance with an embodiment, a virtual assem-
bly builder component (e.g., OVAB) can be provided, to
support the use of service instance templates, provision
empty service instances, and allow personalities to be assign-
ment to service instances. In accordance with an embodiment
a Deployer component can maintain a repository of virtual-
ization format archives (e.g., OVA) created by a Studio or
design-time development component, and provide options
for registering OVA’s to virtualized systems such as VM
servers, and orchestrating the deployment of software defined
by the OVA.

Cloud Services

[0047] In accordance with an embodiment, a cloud envi-
ronment, such as Oracle Public Cloud (OPC), can include a
Java cloud services (JCS) infrastructure, which allows a suite
of software applications, middleware, and database offerings
to be delivered to customers in a self-service, elastically scal-
able manner.

[0048] In accordance with an embodiment, the JCS infra-
structure can orchestrate, in combination with other cloud
environment components, the creating and/or updating of a
platform instance of a Java cloud service (Java service),
including provisioning and deployment of the platform
instance and/or deployment of software applications, and one
or more personality injection or application deployment pro-
cessing. Additional resources and/or services, such as a data-
base service, can be wired to or otherwise associated with the
Java cloud service, for use by customer applications that are
deployed to the cloud.

[0049] In accordance with an embodiment, the JCS infra-
structure enables cloud customers to obtain a dedicated set of
application server (e.g., J2EE, or WebLogic) instances, based
on a subscription level. In accordance with an embodiment,
server instances can run in their own virtual machine (VM)
instance, and a virtual assembly builder component (e.g.,
OVAB) can be used for deployment and teardown of service
instances. In accordance with an embodiment, customers can
be associated with one or more tenants and/or one or more
Java cloud service subscriptions, and instances can be provi-
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sioned based on the subscription configuration. Incoming
requests can be, e.g., load-balanced to HTTP servers, and
routed to appropriate tenants and instances.

[0050] Functionally, the JCS infrastructure allows for the
self-service provisioning of Java cloud service instances.
Once provisioned, a customer’s service administrators can
interact with the service by, e.g. deploying EAR and WAR
files, as they would to a traditional non-cloud application
server environment, subject to certain cloud-provider guide-
lines, such as application whitelist validation.

[0051] In accordance with an embodiment, a Java cloud
service instance can be a WebLogic Server (WLS) based Java
EE application server. In accordance with such embodiments,
each tenant receives a dedicated set of WLS server instances
that include a WLS administration server and one or a plural-
ity of managed servers based on their subscription level.
These servers are run within their own virtual machine (VM)
instance, which allows the use of virtual assembly builder
components and products, such as Oracle Virtual Assembly
Builder assemblies, to be used for the quick and flexible
deployment and teardown of service instances. In accordance
with an embodiment, tenants also receive their own database
schema.

[0052] FIG. 3 illustrates an environment that can include a
Java cloud service component, in accordance with an
embodiment. As shown in FIG. 3, in accordance with an
embodiment, the Java cloud service component can include a
Java service orchestrator 202, and components for perform-
ing Java service personality injection 204, Java service
deployment processing 206, and creating one or more tenants
208, 210, 212, each with one or more service instances and
virtual assemblies 215, and database service instances 216.
[0053] In the context of a JCS infrastructure, a Java cloud
service can include one or more hosts running, e.g., operating
system (OS) and middleware components. Customer/user
applications can be developed and deployed into their Java
service instance, where they can be run in the cloud similarly
to how those applications would run in a traditional non-cloud
application server environment. Multiple tenants, each with
their own Java service instances, can utilize common, e.g.,
computer hardware resources, while their Java service envi-
ronments and their customer applications are securely sepa-
rated from one another.

[0054] Inaccordance with an embodiment, the use ofa JCS
infrastructure, and deploying applications to a Java service,
also enables customers/users to take advantage of various/
additional cloud environment features, such as centralized
Java service patching, which is described in further detail
below.

[0055] FIG. 4 further illustrates an environment that
includes a Java cloud service component, in accordance with
an embodiment. As shown in FIG. 4, in accordance with an
embodiment, a cloud environment which includes one or
more services that can be customized for use with a cloud
tenant (such as a Java cloud service 200) can be associated
with a user interface 220 that enables a user 222 to either place
an order 224 for a new instance of that service, and/or manage
an existing service instance.

[0056] In accordance with an embodiment, ordering of a
new instance of a service can include both ordering and
provisioning phases. During the ordering phase, the user can
place an order 226, which is initially recorded in a store
database 228, where it is prepared 230, and then provided to
an order management component 232. After the user has
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verified the particulars of their order 233, the order can be
processed 234 including, in accordance with an embodiment,
passing the order to the tenant management component for
provisioning 240. At various stages of the order process, the
user can be notified as to their current order status 238.

[0057] Subsequently, during the provisioning phase, the
system can call upon one or more system provisioning com-
ponents including, in accordance with an embodiment, com-
ponents such as a service deployment infrastructure (SDI)
241, and a workflow orchestrator 242, to orchestrate the
remaining steps of the provisioning process.

[0058] For example, in accordance with an embodiment,
the JCS infrastructure can interact with shared enablement
and management infrastructure components such as a Tenant
Automation Solution (TAS) to manage business processes
associated with a customer order, and determine whether an
order should proceed to provisioning; a System Deployment
Infrastructure (SDI) for service instance creation, deletion,
and scale up; an IDM infrastructure which associates each
tenant with an Identity Domain and unique name space, such
that each tenant’s Identity Domain is isolated from one other;
or a virtual assembly builder component (e.g., OVAB) to
support the use of service instance templates, provision
empty service instances, and allow personalities to be assign-
ment to service instances.

[0059] In accordance with an embodiment the virtual
assembly builder component can maintain a repository of
virtualization format archives (e.g., OVA) created by a Studio
or design-time development component, and can provide
options for registering OVAs to virtualized systems such as
VM servers, orchestrating the deployment of software
defined by the OVA, and providing access to assemblies, e.g.,
through the use of a deployer interface.

[0060] FIG. 5 illustrates how an environment that includes
a Java cloud service can use virtual assemblies, in accordance
with an embodiment. As shown in FIG. 5, a tenant environ-
ment is created 244, by generating 245 virtual assemblies 250
and/or service instances 260. Initially, virtual assemblies and
service instances will be anonymous. They will receive per-
sonalities later in the process.

[0061] FIG. 6 further illustrates the use of virtual assem-
blies, in accordance with an embodiment. As shown in FIG. 6,
the system can create a plurality of anonymous virtual assem-
blies 252, 254, 256, 258 and service instances (in this
example, database service instances 262, 264, 266, 268). In
accordance with an embodiment, a tenant receives a dedi-
cated set of application server (e.g. WLS) server instances and
one or a plurality of managed servers based on their subscrip-
tion level, wherein each server runs within its own virtual
machine (VM) instance. Each of the assemblies and/or ser-
vice instances can then be configured 246 to meet the order
requirements.

[0062] FIG. 7 further illustrates the use of virtual assem-
blies, in accordance with an embodiment. As shown in FIG. 7,
a particular virtual assembly 274 and/or particular service
instance 276 is configured to suit the order (e.g. MyCom-
pany), and at the same time its public interfaces are created
247. For example, in the context of a Java cloud service, the
resultant platform instance will contain all of those resources
that are required to provide a WebLogic or other application
server service, for a given tenant according to their order,
including, e.g., an instance database 308, administration
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server 309, and one or more application servers. Each of the
configured virtual assembly can include a relationship 276 to
a service instance.

[0063] FIG. 8 further illustrates the use of virtual assem-
blies, in accordance with an embodiment. As shown in FIG. 8,
a public interface is created 278 for use by the tenant (e.g.
http://MyCompany.com). The process can be repeated for
other tenants 280. Incoming requests can then be, e.g., load-
balanced to HTTP servers, and routed to appropriate tenants
and instances.

[0064] FIG. 9 illustrates Java cloud service personality
injection, in accordance with an embodiment. As described
above, in accordance with an embodiment, the features of a
workflow orchestrator as described above can be used with
any service, including JCS, to allow a Java service to be
customized for use with a cloud tenant. In accordance with an
embodiment, a cloud environment which includes a service
that can be customized for use with a cloud tenant, such as a
Java cloud service, can be associated with a user interface that
enables a user to place an order for a new instance of that
service.

[0065] As shown in FIG. 9, in accordance with an embodi-
ment, upon receiving an order, the service (in this example the
Java cloud service) can utilize the workflow orchestrator to
perform the tasks necessary to instantiate a platform instance
for that particular service (i.e., in this example the workflow
orchestrator acts as a Java service orchestrator 300).

[0066] Inthe example shown in FIG. 9, in order to create a
Java cloud service platform instance, an anonymous assem-
bly 322 is first created, e.g., by requesting that SDI and/or
OVAB create an anonymous assembly.

[0067] Then, a personality 320 is injected into the anony-
mous assembly, to configure the assembly for use by the
tenant. In accordance with an embodiment, personalization
can include, e.g., performing identity management (IDM)
association 324, database association 326, and enterprise
management discovery 328. Each of these steps can be coor-
dinated by the workflow orchestrator, in combination with
additional components or systems as appropriate.

[0068] The result of personality injection is one or more
personalized assemblies including, depending on the particu-
lar order being processed, an administration server 330, one
or more (e.g., WebLogic) application server instances 332,
334, a node manager 336, and an enterprise management
agent 338.

[0069] FIG. 10 illustrates Java cloud service deployment
processing, in accordance with an embodiment. As shown in
FIG. 10, in accordance with an embodiment, deployment of a
Java cloud service can include additional procedures or func-
tions, such as scanning for viruses 342, or performing
whitelist scanning 346, or other deployment-related func-
tions 348. Each of these steps can again be coordinated by the
workflow orchestrator, in combination with additional com-
ponents or systems as appropriate.

[0070] As a result of deployment, one or more Java cloud
service tenants 350, 360 can be deployed, including one or
more server instances (in this example, Tenant A has four
application server instances 351, 352, 352, 354; while Tenant
B has two application server instances 361, 362), each of
which have been personalized and, e.g., scanned for viruses
and whitelist conformation, or otherwise prepared according
to the particular configuration of the platform instance.
[0071] Inaccordance with an embodiment, the system can
also include one or more application deployment user inter-
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faces 370, such as a command line interface 372, Java service
console 374, JDeveloper 376, or other interfaces that allow
the user to deploy their applications to, in this example a Java
cloud service tenant.

[0072] Inaccordance with an embodiment, the above steps
can be performed in combination with a workflow orchestra-
tor which can be used to orchestrate operations between the
cloud environment and the PaaS environment, e.g., by receiv-
ing a request from a tenant automation system, and coordi-
nating the provisioning and deployment of virtual assemblies
or applications, including use of the shared enablement and
management infrastructure.

[0073] In accordance with an embodiment, the workflow
orchestrator can perform additional procedures or functions
during its orchestration of the provisioning or deployment,
e.g., scanning an application for viruses, or comparing the
application being deployed against a whitelist of acceptable
API calls. The workflow orchestrator can also enable creation
and management of platform instances, each of which can
include one or more application server (e.g., WebLogic
server) instances, together with other resources that are useful
for running applications (e.g., a database service), and which
can be run on shared hardware resources.

[0074] Each workflow orchestrator job is a sequence of
actions specific to a particular PaaS workflow, e.g., the pro-
visioning of a Java cloud service platform instance. Actions
are typically performed in a sequential order, with failure in
any step resulting in failure of the overall job. Depending on
the service platform configuration, some workflow actions
may delegate actions to external systems relevant to the work-
flow, such as an enterprise manager, or a service deployment
infrastructure.

[0075] FIG. 11 illustrates support for multiple tenants in an
environment that includes a Java cloud service, in accordance
with an embodiment. In accordance with an embodiment, an
identity domain provides a persistent namespace for use with
a tenant’s security artifacts. Each identity domain represents
a “slice” of the shared identity domain system, provisioned
for a particular tenant. As shown in FIG. 11, in accordance
with an embodiment, an IDM and security infrastructure 380,
together with identity administration 381, director and policy
service 382, and access management 383, can be used to
support multiple tenants 401, 411, 421, each with different
service requirements 401, 412, 422. For example as shown in
FIG. 11, tenant A's service instances can include a security
service 403, Fusion CRM service 404, Java service 405, and
database service 406. Tenant’s B service instances can
include a security t service 413, Java service 414, and data-
base service 415. Tenant C's service instances can include a
security service 423, Fusion CRM service 424, Social Net-
work service 425, and database service 426

[0076] FIG. 12 illustrates the use of LDAP to support mul-
tiple tenants, in accordance with an embodiment. As shown in
FIG. 12, a shared LDAP 430 can be used to allow a tenant A's
schema 432, to coexist with a tenant B's schema 434. As
described above, each tenant obtains a separate slice of the
shared identity management system, with each particular ten-
ant having a view into its own slice, as determined by its
schema. This enables several tenants to be securely hosted
within the cloud environment, on a system using a common
underlying infrastructure, while separated from other tenant
environments and applications.

[0077] Although the above description describes how JCS
infrastructure can be used in combination with other compo-
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nents, such as TAS, SDI, and OVAB, to create Java service
platform instances; in accordance with other embodiments,
the JCS infrastructure can be similarly used with other service
components within the cloud environment, or with other
types of shared enablement and managing infrastructure, to
create Java service, or other platform instances.

Workflow Orchestrator

[0078] FIG.13illustrates a workflow orchestrator, in accor-
dance with an embodiment. As described above, a workflow
orchestrator can be used to orchestrate operations, e.g., by
receiving a request from a tenant automation system, and
coordinating the provisioning and deployment of virtual
assemblies or applications.

[0079] AsshowninFIG. 13, in accordance with an embodi-
ment, the workflow orchestrator 242 can include a workflow
proxy component 292, and a workflow manager component
293, and can receive requests from tenant provisioning or
other components or systems, to perform provisioning,
modify a service in some way (e.g., associating another ser-
vice with it) or other cloud operations , and to execute work-
flow jobs asynchronously.

[0080] Inaccordance with an embodiment, each job is rec-
ognized by the workflow orchestrator as an asynchronous
process that executes one or more actions associated with a
particular PaaS workflow. Each action is considered an
atomic unit of work that is designed to create and manage
resources within a public cloud runtime environment. Actions
can be grouped into operations, which correspond to various
functional capabilities of the workflow orchestrator, such as
creating a service instance, or deploying an application. A job
then executes the actions for a single operation, as part of a
workflow.

[0081] In accordance with an embodiment, actions can be
implemented as Java classes that extend a workflow orches-
trator service provider interface (SPI). The classes imple-
mented by the workflow orchestrator provide access to the
runtime information and the services that are necessary to
implement the actions.

[0082] In accordance with an embodiment, a service plat-
form is a description of the operations and actions that are
supported by a particular class of service. For example, a
WebLogic service platform defines those operations and
actions that are required to implement all of the workflow
orchestrator service and application lifecycle operations
within the context of a WebLogic environment. Each other/
different type of service platform can be associated with its
own/different types of actions, which can be configured viaan
XML document stored in the workflow orchestrator’s shared
configuration.

[0083] In accordance with an embodiment, the workflow
manager is the entry point into the workflow orchestrator,
providing secure access to PaaS operations via a workflow
orchestrator application program interface (API), which in
accordance with an embodiment can be provided as a REST
API. Internally, the workflow manager controls job execution
using a workflow engine/executor 294, and tracks jobs and
other system state in a workflow orchestration database 296.
The workflow orchestration database can also include infor-
mation required to track domain entities, such as platform
instances, deployment plans, applications, Weblogic
domains, and alerts.

[0084] Each job is a sequence of actions specific to a par-
ticular PaaS workflow, e.g., the provisioning of a Java cloud
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service platform instance. Actions are typically performed in
a sequential order, with failure in any step resulting in failure
of the overall job. Depending on the service platform con-
figuration, some workflow actions may delegate actions to
external systems relevant to the workflow, such as an enter-
prise manager, or a virus scanning service.

[0085] Inaccordance with an embodiment, within the con-
text of a public cloud, the workflow manager can be directly
accessed 299 via its workflow orchestrator API by certain
clients, such as a tenant provisioning 297, or tenant console
298 component, to drive provisioning and deployment opera-
tions respectively.

[0086] Other clients, for example JDeveloper or NetBeans
IDE 301, or other command line interfaces (CLI) 302, can
also be used to access lifecycle operations on the platform
instances. However, for additional security, these clients will
typically access the workflow manager via the workflow
proxy. For example, in accordance with an embodiment, the
workflow manager (including its OHS and application server
instances) can be hosted in a WebLogic cluster running inside
the firewall, while the workflow proxy (including its OHS and
application server instances) can be provided as a public
access point outside the firewall. Requests received by the
proxy are then forwarded to the workflow manager.

[0087] In accordance with an embodiment, depending on
the service platform configuration, the workflow orchestrator
can utilize additional components or systems to carry out a
workflow. For example, in the context of a Java cloud service,
such additional components or systems can include:

[0088] Virus Scan 304: before a user’s application is
deployed to the cloud environment, their application can
be scanned for viruses using a Virus Scan component.

[0089] Service Deployment Infrastructure (SDI) 305: an
SDI component can provide access to assembly builder
products, such as OVAB and OVM, for use in deploying
or undeploying assemblies, or scaling appliances.

[0090] Customer Relationship Management (CRM)
310: when requested the workflow can associate a ser-
vice, such as a Java cloud service, with a CRM instance.

[0091] Identity Management (IDM) 312: the workflow
orchestrator can use identity management components,
e.g., a service database containing information about
tenants and their service subscriptions, to properly con-
figure certain platform instances.

[0092] Theaboveexampleis provided for purposes ofillus-
tration. In accordance with other embodiments and other
workflows, additional or other components or systems can
also be used to carry out a particular workflow.

[0093] As further shown in FIG. 13, in accordance with an
embodiment, the workflow orchestrator can be used to coor-
dinate provisioning of a platform instance 306.

[0094] For example, in the context of a Java cloud service,
the resultant platform instance will contain all of those
resources that are required to provide a WebLogic or other
application server service, for a given tenant according to
their order, including, e.g., an instance database 308, admin-
istration server 309, and one or more application servers.
[0095] Once instantiated and deployed to a cloud environ-
ment, a tenant user and/or their applications, can then access
their platform instance 315. Different types of access can be
provided. In accordance with an embodiment, administration
(e.g., monitoring, deploying./undeploying applications) can
be performed by tenants through the proxy. Applications that
tenants have deployed on a provisioned instance are owned by
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the tenants and could be anything for different purposes, e.g.,
providing custom access to their CRM instance; this can be
provided through a service specific URL by tenant’s custom-
ers, using, e.g., WebGate 314 for authentication and authori-
zation.

Virtual Assembly Builder

[0096] FIG. 14 illustrates a virtual assembly builder for use
with a cloud computing environment, in accordance with an
embodiment. As shown in FIG. 14, in accordance with an
embodiment, a virtual assembly builder component 700 can
be provide as an application (e.g., a J2EE application) which
maintains a repository 724 of virtual assembly archives (e.g.,
as Oracle Virtual Assembly, OVA format archives). In accor-
dance with an embodiment, the virtual assemblies can be
created using a composer 726, command line interface 730,
editor or other product, such as OVAB Studio. The virtual
assembly builder (in accordance with an embodiment, Oracle
Virtual Assembly Builder, OVAB) provides operations for
registering virtual assemblies with cloud components, and/or
managing deployment instances defined by an assembly
archive.

[0097] In accordance with an embodiment, virtual assem-
blies can include a metadata and one or more virtual machine
templates that can be used to instantiate an instance of the
assembly. The virtual assembly builder includes a deployer
component 704, which can be accessed, e.g., by way of a web
service or other interface 708, and which enables operations
for uploading 744 virtual assemblies to the repository, regis-
tering virtual assemblies with cloud components, and/or
managing deployment instances defined by an assembly.
[0098] In accordance with an embodiment, the deployer
can be deployed as an instance in application server admin-
istration server, or as a set of instances in a collection of
managed servers. Multi-instance embodiments can utilize
shared database or disk functionality 742 for storage of the
deployer’s runtime and configuration state 740, as provided
by, e.g., Coherence, or a similar component. In accordance
with an embodiment, the deployer and its interface can pro-
vide support for a variety of logical operations, such as cre-
ating an assembly instance, or creating or updating a target.
[0099] In accordance with an embodiment, the virtual
assembly builder deployer can include a virtual assembly
manager 705, and a registration manager 706. The virtual
assembly builder can also include a resource pool service
(RPS), 710 and one or more resource pool service plugins
712, such as OVUM 716, [aaS 714 and/or EC2 713 plugins. In
accordance with an embodiment, an OVM3 plugin can sup-
port the use of VMAPI 720, and templates 722, to enable
registration of assemblies 746 with a resource pool 732, and
lifecycle management 750.

[0100] Some virtualization system allow tags to be associ-
ated with artifacts such as templates or VM instances, which
can then be queried by tools and cloud component interacting
with the virtual assembly builder, to locate artifacts and/or to
find relationships between artifacts, e.g., to find artifacts that
are associate with a particular deployment.

[0101] As part of the virtual assembly builder lifecycle,
virtual assemblies can be uploaded to the deployer’s reposi-
tory, using e.g., an UploadAssembly Archive operation. The
uploaded virtual assembly can then be registered with one or
more targets, e.g. using a RegisterAssemblyArchive opera-
tion. Registration includes uploading the virtual assembly to
the repository, and registering its templates with a resource
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pool within the virtual assembly builder environment. After a
virtual assembly has been registered with a target, one or
more deployments can be created for that registration using,
e.g., a CreateAssemblyinstance operation. In accordance
with an embodiment, a deployment can be considered a con-
text that is used to manage the lifecycle of virtual machine
(VM) instances for an assembly, as defined by its, e.g., OVA
configuration.

[0102] Inaccordance with an embodiment, once a deploy-
ment has been created for a virtual assembly, a deployment
operation can be initiated. During deployment, the initial
instances for the assembly are created and started. As this is
being performed, the deployer uses a rehydration logic which
can be, e.g. embedded in the initialization scripts of those
instances, and which configures various aspects of the assem-
bly, such as the operating system, networks, or disk volumes.
In accordance with an embodiment, the deployer also config-
ures the virtual machine application stack for use within the
environment; for example, information can be provided for
configuring connections between instances that are created
when the application starts up.

[0103] Once a deployment has been deployed, additional
lifecycle operations can be applied to the running system,
such as a Scale operation which can be used to increase or
decrease the number of running instances for an appliance
within an assembly. Operations can also be supported to, e.g.
start or stop all instances of a deployment, or for other func-
tionalities.

[0104] The present invention may be conveniently imple-
mented using one or more conventional general purpose or
specialized digital computer, computing device, machine, or
microprocessor, including one or more processors, memory
and/or computer readable storage media programmed
according to the teachings of the present disclosure. Appro-
priate software coding can readily be prepared by skilled
programmers based on the teachings of the present disclo-
sure, as will be apparent to those skilled in the software art.

[0105] In some embodiments, the present invention
includes a computer program product which is a non-transi-
tory storage medium or computer readable medium (media)
having instructions stored thereon/in which can be used to
program a computer to perform any of the processes of the
present invention. The storage medium can include, but is not
limited to, any type of disk including floppy disks, optical
discs, DVD, CD-ROMSs, microdrive, and magneto-optical
disks, ROMs, RAMs, EPROMs, EEPROMs, DRAMs,
VRAMs, flash memory devices, magnetic or optical cards,
nanosystems (including molecular memory ICs), or any type
of media or device suitable for storing instructions and/or
data.

[0106] The foregoing description of the present invention
has been provided for the purposes of illustration and descrip-
tion. Itis not intended to be exhaustive or to limit the invention
to the precise forms disclosed. Many modifications and varia-
tions will be apparent to the practitioner skilled in the art. The
embodiments were chosen and described in order to best
explain the principles of the invention and its practical appli-
cation, thereby enabling others skilled in the art to understand
the invention for various embodiments and with various
modifications that are suited to the particular use contem-
plated. It is intended that the scope of the invention be defined
by the following claims and their equivalence.
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What is claimed is:

1. A system for enabling a cloud computing environment,

comprising:

one or more computers, including a cloud environment
executing thereon;

a cloud service component, which receives orders for cre-
ating and/or updating an instance of a cloud service for
use within the cloud environment, and orchestrates, in
combination with other cloud environment components,
the creating and/or updating of the instance of the cloud
service;

a workflow orchestrator for use in orchestrating cloud ser-
vice operations; and

a virtual assembly builder component which maintains a
repository of virtual assembly archives, wherein each
virtual assembly can include a metadata and one or more
virtual machine templates that can be used to instantiate
an instance of an assembly, and enables operations for
registering virtual assemblies with cloud components,
and/or managing deployment instances defined by an
assembly.

2. The system of claim 1, wherein each cloud service
instance is an instance of a Java cloud service that includes
one or a plurality of application servers for use in running
Java-based applications.

3. The system of claim 1, wherein the creating and/or
updating of the instance of the cloud service includes one or
more creation and/or personalization of a virtual assembly
that is provided by the virtual assembly builder component.

4. The system of claim 1, wherein during deployment,
initial instances for the assembly are created and started, and
the deployer uses a rehydration logic which can be embedded
in the initialization scripts of those instances, and which
configures various aspects of the assembly, such as the oper-
ating system, networks, or disk volumes.

5. The system of claim 1, wherein during provisioning and
deployment of a particular cloud service instance and/or
deployment of software applications thereto, one or more
additional resources and/or services are wired or otherwise
associated with that cloud service instance, for use by a tenant
of the cloud environment.

6. The system of claim 5, wherein the additional resources
and/or services that are wired or otherwise associated with
that cloud service instance include a database service that is
associated with that cloud service instance, for use by tenant
applications.

7. A method of enabling a cloud computing environment,
comprising:

providing, at one or more computers, including a cloud

environment executing thereon, a cloud service compo-
nent, which receives orders for creating and/or updating
an instance of a cloud service for use within the cloud
environment, and orchestrates, in combination with
other cloud environment components, the creating and/
or updating of the instance of the cloud service;

a workflow orchestrator for use in orchestrating cloud ser-

vice operations; and

a virtual assembly builder component which maintains a

repository of virtual assembly archives, wherein each
virtual assembly can include a metadata and one or more
virtual machine templates that can be used to instantiate
an instance of an assembly, and enables operations for
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registering virtual assemblies with cloud components,
and/or managing deployment instances defined by an
assembly.

8. The method of claim 7, wherein each cloud service
instance is an instance of a Java cloud service that includes
one or a plurality of application servers for use in running
Java-based applications.

9. The method of claim 7, wherein the creating and/or
updating of the instance of the cloud service includes one or
more creation and/or personalization of a virtual assembly
that is provided by the virtual assembly builder component.

10. The method of claim 7, wherein during deployment,
initial instances for the assembly are created and started, and
the deployer uses a rehydration logic which can be embedded
in the initialization scripts of those instances, and which
configures various aspects of the assembly, such as the oper-
ating system, networks, or disk volumes.

11. The method of claim 7, wherein during provisioning
and deployment of a particular cloud service instance and/or
deployment of software applications thereto, one or more
additional resources and/or services are wired or otherwise
associated with that cloud service instance, for use by a tenant
of the cloud environment.

12. The method of claim 11, wherein the additional
resources and/or services that are wired or otherwise associ-
ated with that cloud service instance include a database ser-
vice that is associated with that cloud service instance, for use
by tenant applications.

13. A non-transitory computer readable medium, including
instructions stored thereon which when read and executed by
one or more computers cause the one or more computers to
perform the steps comprising:

providing, at one or more computers, including a cloud
environment executing thereon, a cloud service compo-
nent, which receives orders for creating and/or updating
an instance of a cloud service for use within the cloud
environment, and orchestrates, in combination with
other cloud environment components, the creating and/
or updating of the instance of the cloud service;

a workflow orchestrator for use in orchestrating cloud ser-
vice operations; and

a virtual assembly builder component which maintains a
repository of virtual assembly archives, wherein each
virtual assembly can include a metadata and one or more
virtual machine templates that can be used to instantiate
an instance of an assembly, and enables operations for
registering virtual assemblies with cloud components,
and/or managing deployment instances defined by an
assembly.

14. The non-transitory computer readable medium of claim
13, wherein each cloud service instance is an instance of a
Java cloud service that includes one or a plurality of applica-
tion servers for use in running Java-based applications.

15. The non-transitory computer readable medium of claim
13, wherein the creating and/or updating of the instance of the
cloud service includes one or more creation and/or personal-
ization of a virtual assembly that is provided by the virtual
assembly builder component.

16. The non-transitory computer readable medium of claim
13, wherein during deployment, initial instances for the
assembly are created and started, and the deployer uses a
rehydration logic which can be embedded in the initialization
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scripts of those instances, and which configures various
aspects of the assembly, such as the operating system, net-
works, or disk volumes.

17. The non-transitory computer readable medium of claim
13, wherein during provisioning and deployment of a particu-
lar cloud service instance and/or deployment of software
applications thereto, one or more additional resources and/or
services are wired or otherwise associated with that cloud
service instance, for use by a tenant of the cloud environment.

18. The non-transitory computer readable medium of claim
17, wherein the additional resources and/or services that are
wired or otherwise associated with that cloud service instance
include a database service that is associated with that cloud
service instance, for use by tenant applications.

#* #* #* #* #*
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