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(57) ABSTRACT 

An information processing device includes SBs; an XBB for 
executing data transfer between the SBs; and an SCF for 
managing and controlling the SBs and the XBB. The SB 
includes a transmitting/receiving unit for transmitting a noti 
fication packet indicating occurrence of an error via the XBB 
when detecting the occurrence of the error. The SCF includes 
an executing unit for executing a configuration change pro 
cess corresponding to an instruction when detecting the 
instruction related to the SB, a suspending unit for Suspending 
acceptance of an error report from the SB in which the error 
occurs during execution of the configuration change process 
and an XBB controller for controlling the XBB to destroy the 
notification packet received from the SB of which configura 
tion change process is being executed and controlling the 
XBB to inhibit transfer of the notification packet to the SB of 
which configuration change process is being executed. 
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INFORMATION PROCESSING DEVICE, 
TRANSFER CIRCUIT AND ERROR 
CONTROLLING METHOD FOR 

INFORMATION PROCESSING DEVICE 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application is a continuation of International 
Application No. PCT/JP2008/060069, filedon May 30, 2008, 
the entire contents of which are incorporated herein by refer 
CCC. 

FIELD 

0002 The embodiments discussed herein are directed to 
an information processing device, a transfer circuit, and an 
error controlling method for information processing error 
controlling method for information processing device. 

BACKGROUND 

0003 Conventionally, as the information processing 
device, technology having a plurality of system boards (here 
inafter, simply referred to as SB), a cross bar board (herein 
after, simply referred to as XBB) connected to the plurality of 
SBs for executing the data transfer between the plurality of 
SBs and a system control facility (hereinafter, simply referred 
to as SCF) for managing and controlling the plurality of SBs 
and XBB to execute the computer processing by the plurality 
of SBS is known. 
0004. The SBs has a plurality of central processing units 
(CPUs), an input/output controller for controlling data input/ 
output, a memory for storing a variety pieces of information, 
a system controller (hereinafter, simply referred to as SC) for 
monitoring and controlling an entire SB, an XBB interface 
responsible for interface with the XBB and the like. 
0005. As the conventional information processing device, 
technology to destroy overlapping notification of the same 
error when the same error occurs in a plurality of devices and 
a management device is notified of occurrence of the error in 
the management device for managing the plurality of devices, 
and technology not to notify the device in which the error 
occurs of the error when the management device for manag 
ing the plurality of devices notifies each device of the error 
notification are known. 
0006. As the conventional information processing device, 
technology having a plurality of computers and a computer 
network loosely coupling the plurality of computers to dis 
connect a computer in which failure occurs from the com 
puter network when the failure occurs in any of the plurality 
of computers is known. 
0007 Patent Document 1: Japanese Laid-open Patent 
Publication No. 2003-162430 
0008 Patent Document 2: Japanese Laid-open Patent 
Publication No. 2006-190029 
0009 Patent Document 3: Japanese Laid-open Patent 
Publication No. 07-152697 
0010. In the above-described conventional information 
processing device, when the error occurs in any of the plural 
ity of control circuits such the SBs connected to the transfer 
circuit such as the XBB, for example, the control circuit in 
which the error occurs notifies the management control cir 
cuit of the error report, and by this, the management control 
circuit may recognize the control circuit in which the error 
occurs based on the error report. 
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0011. In the above-described conventional information 
processing device, when change in operational configuration 
to disconnect the control circuit from the transfer circuit, that 
is to say, a configuration change instruction is detected, a 
configuration change may be realized by executing a configu 
ration change process to stop accessing the control circuit to 
be disconnected from the transfer circuit, hold cache contents 
in the control circuit, and thereafter disconnect the control 
circuit from the transfer circuit. 
0012. However, in the above-described conventional 
information processing device, when the error occurs in the 
control circuit of which configuration change process is being 
executed, for example, although the control circuit in which 
the error occurs is recognized based on the error report in the 
management control circuit, after the completion of the con 
figuration change process, the control circuit in which the 
error occurs is disconnected from the transfer circuit. As a 
result, in the above-described conventional information pro 
cessing device, when the error occurs in the control circuit of 
which configuration change process is being executed, since 
a system configuration during the execution of the configu 
ration change process and the system configuration after the 
completion of the configuration change process are different 
from each other, there might be a case in which the stable error 
detection control cannot be secured due to difference in the 
System configuration. 

SUMMARY 

0013. According to an aspect of an embodiment of the 
invention, an information processing device includes a plu 
rality of control circuits; a transfer circuit that executes data 
transfer between the plurality of control circuits; and a man 
agement control circuit that controls the plurality of control 
circuits and the transfer circuit. The control circuits and the 
transfer circuit include an error reporting unit that notifies the 
management control circuit of an error report when detecting 
occurrence of an error; and an error transmitting unit that 
transmits error notification data when detecting the occur 
rence of the error. The transfer circuit includes a transfer 
controller that transfers received error notification data to a 
circuit other than a circuit that has transmitted the error noti 
fication data out of the control circuits and the transfer circuit 
when receiving the error notification data. The management 
control circuit includes a restoration process executing unit 
that executes a restoration process for the error occurrence 
site based on the error report when receiving the error report: 
a configuration change process executing unit that executes a 
configuration change process corresponding to a configura 
tion change instruction when detecting the configuration 
change instruction related to the control circuits; a report 
acceptance suspending unit that suspends acceptance of the 
error report during execution of the configuration change 
process by the configuration change process executing unit; 
and a transfer circuit controller that controls the transfer cir 
cuit to destroy the error notification data received from a 
control circuit of which configuration change process is being 
executed by the configuration change process executing unit 
and controls the transfer circuit to inhibit transfer of the error 
notification data to the control circuit of which configuration 
change process is being executed. 
0014. The object and advantages of the embodiment will 
be realized and attained by means of the elements and com 
binations particularly pointed out in the claims. 
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0015. It is to be understood that both the foregoing general 
description and the following detailed description are exem 
plary and explanatory and are not restrictive of the embodi 
ment, as claimed. 

BRIEF DESCRIPTION OF DRAWINGS 

0016 FIG. 1 is a block diagram illustrating a schematic 
configuration in an information processing device illustrating 
this embodiment; 
0017 FIG. 2 is a block diagram illustrating a schematic 
configuration in a first XBB; 
0018 FIG. 3 is a block diagram illustrating a schematic 
configuration in an inner cross bar in the first XBB; 
0019 FIG. 4 is an illustrative diagram illustrating a format 
configuration of a PP packet (request packet); 
0020 FIG. 5 is an illustrative diagram illustrating the for 
mat configuration of the PP packet (response packet); 
0021 FIG. 6 is an illustrative diagram of the format con 
figuration of a BC packet (request packet); 
0022 FIG. 7 is an illustrative diagram of the format con 
figuration of the BC packet (response packet); 
0023 FIG. 8 is an illustrative diagram illustrating the for 
mat configuration of an error notification packet; 
0024 FIG. 9 is a block diagram illustrating a schematic 
configuration in an SC of the SB, an SCFI of the XBB and an 
SCF being Substantial parts of the information processing 
device; 
0025 FIG. 10 is a block diagram illustrating a schematic 
configuration in an input packet analyzing unit of the XBB; 
0026 FIG. 11 is a block diagram illustrating a schematic 
configuration in an external output BC packet analyzing unit 
(internal output BC packet analyzing unit) of the XBB; 
0027 FIG. 12 is a flowchart illustrating processing opera 
tion in the input packet analyzing unit related to an input 
packet setting process; 
0028 FIG. 13 is a flowchart illustrating the processing 
operation in the external output BC packet analyzing unit 
related to the external output packet setting process; 
0029 FIG. 14 is a flowchart illustrating the processing 
operation in the internal output BC packet analyzing unit 
related to an internal output packet setting process; 
0030 FIG. 15 is an illustrative diagram illustrating opera 
tion in the information processing device when an error of 
level 2 occurs in a first SB; 
0031 FIG. 16 is a flowchart illustrating the processing 
operation in the SCF related to an error restoration process; 
0032 FIG. 17 is a flowchart illustrating the processing 
operation in the SCF related to a configuration change pro 
CeSS; 
0033 FIG. 18 is an illustrative diagram illustrating the 
operation of the information processing device related to a 
case in which the error of the level 2 occurs in the first SB 
during execution of the configuration change process of the 
first SB, for example, during the disconnection; 
0034 FIG. 19 is an illustrative diagram illustrating the 
operation of the information processing device related to a 
case in which the error of the level 2 occurs in a second SB in 
the same partition during the execution of the configuration 
change process of the first SB, for example, during the dis 
connection; and 
0035 FIG. 20 is an illustrative diagram illustrating the 
operation of the information processing device related to a 
case in which the error of level 3 occurs in the first SB in the 
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different partition during the execution of the configuration 
change process of a third SB, for example, during the discon 
nection. 

DESCRIPTION OF EMBODIMENT(S) 
0036 Preferred embodiments of the present invention will 
be explained with reference to accompanying drawings. 
0037 FIG. 1 is a block diagram illustrating a schematic 
configuration in the information processing device illustrat 
ing this embodiment. 
0038 An information processing device 1 illustrated in 
FIG. 1 has a plurality of SBs 10, a plurality of XBBs 20 
connected to the plurality of SBs 10 for executing packet 
transfer between the plurality of SBs 10 and an SCF 30 for 
managing and controlling the plurality of SBS 10 and the 
plurality of XBBs 20. 
0039. The SB 10 has, for example, two CPUs 11, an input/ 
output controller 12 for controlling data input/output, a 
memory 13 for storing a variety of pieces of information, an 
SC 14 for monitoring and controlling an entire SB 10 and an 
XBB interface 15 responsible for communication interface 
with the XBB 20. 
0040. The information processing device 1 incorporates a 
total of eight SBs 10, which are a first SB 10A, a second SB 
10B, a third SB 10C, a fourth SB 10D, a fifth SB 10E, a sixth 
SB 10F, a seventh SB 10G and an eighth SB 10H, for 
example. 
0041. The XBB 20 incorporates an XBB control circuit 21 
for executing the packet transfer between the SBs 10, and the 
XBB control circuit 21 transmits and receives a packet to and 
from the SC 14 in the SB 10. 
0042. The information processing device 1 incorporates a 
total of two XBBs, which are a first XBB 20A and a second 
XBB 20B, for example. 
0043. The first XBB 20A is connected to the first SB 10A, 
the second SB 10B, the third SB 10C and the fourth SB 10D 
and is connected to the second XBB 20B for realizing the 
packet transfer between the first SB 10A, the second SB 10B, 
the third SB10C and the fourth SB 10D, and the second XBB 
2OB. 
0044. The second XBB 20B is connected to the fifth SB 
10E, the sixth SB 10F, the seventh SB 10G and the eighth SB 
10H and is connected to the first XBB 20A for realizing the 
packet transfer between the fifth SB 10E, the sixth SB10F, the 
seventh SB 10G and the eighth SB 10H, and the first XBB 
20A. 

0045. When the first XBB 20A and the second XBB 20B 
receive the packet from the SB 10, they transfer the received 
packet to the SB 10 or the XBB 20 based on a target ID in a 
header of the packet. 
0046 A BC bus 41 for simultaneously transmitting the 
packet from an optional SB 10 out of the plurality of SBs 10 
to all the SBs 10 other than the optional SB 10 by broadcast 
(hereinafter, simply referred to as BC) and a PP bus 42 for 
individually transmitting the packet between the SBs 10 by 
one-to-one point-to-point (hereinafter, simply referred to as 
PP) are arranged between the first XBB 20A and the second 
XBB2OB. 
0047. The eight SBs 10 are divided into two partitions. A 
and B, for example, and the first SB 10A, the second SB 10B, 
the fifth SB 10E and the sixth SB 10F are managed in one 
partition A, and the third SB 10C, the fourth SB 10D, the 
seventh SB 10G and the eighth SB 10H are managed in the 
other partition B (refer to FIG. 15). 
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0048. The SCF 30 manages and controls each SB 10 and 
each XBB 20 through a control line 2. 
0049 FIG. 2 is a block diagram illustrating a schematic 
configuration in the first XBB 20A. Meanwhile, although the 
schematic configuration in the first XBB 20A for accommo 
dating and connecting the first SB 10A, the second SB 10B, 
the third SB 10C and the fourth SB 10D is illustrated in FIG. 
2, since the second XBB 20B for accommodating and con 
necting the fifth SB 10E, the sixth SB 10F, the seventh SB 
10G and the eighth SB 10H has a substantially same configu 
ration, overlapping description of the configuration and 
operation is not be repeated by assigning the same reference 
numerals. 
0050. The first XBB 20A illustrated in FIG. 2 has an input 
packet analyzing unit 51 for analyzing an input packet from 
the connected SB 10, an input queue for BC 52 for accepting 
and setting a BC packet as the input packet based on a result 
of analysis of the input packet analyzing unit 51, and an input 
queue for PP 53 for accepting and a PP packet as the input 
packet based on the result of analysis of the input packet 
analyzing unit 51 for each SB 10 (the first SB 10A, the second 
SB 10B, the third SB 10C and the fourth SB 10D)accommo 
dated in and connected to its own device. 
0051. When receiving the input packet from the connected 
SB 10, the input packet analyzing unit 51 analyzes an opera 
tion code (hereinafter, simply referred to as OPCD) of the 
input packet and sets the input packet in the input queue for 
BC 52 as the BC packet when a packet type is the BC packet 
based on the result of analysis. 
0052. When receiving the input packet from the connected 
SB 10, the input packet analyzing unit 51 analyzes the OPCD 
of the input packet and sets the input packet in the input queue 
for PP 53 as the PP packet when the packet type is the PP 
packet. 
0053 Meanwhile, in the first XBB 20A, the input packet 
analyzing unit 51, the input queue for BC 52 and the input 
queue for PP53 are arranged for each SB 10 (the first SB 10A, 
the second SB 10B, the third SB10C and the fourth SB 10D) 
accommodated in and connected to the same. 
0054) The first XBB 20A has an internal output BC packet 
analyzing unit 54 for analyzing the BC packet from the SB 10 
accommodated in and connected to the same when receiving 
the BC packet from the connected SB 10 via the input queue 
for BC 52, a BC selector 61 and a FIFO 63 to be described 
later, and an external output BC packet analyzing unit 55 for 
analyzing the BC packet from the SB 10 accommodated in 
and connected to the second XBB 20B when receiving the BC 
packet from the second XBB 20B via the BC bus 41. 
0055 Meanwhile, in the first XBB 20A, the internal out 
put BC packet analyzing unit 54 and the external output BC 
packet analyzing unit 55 is necessary to be arranged for each 
SB 10 (the first SB 10A, the second SB 10B, the third SB 10C 
and the fourth SB 10D) accommodated in and connected to 
the same. 
0056. The first XBB 20A has an internal cross bar 56 for 
transferring the PP packet from the input queue for PP 53 
arranged for each SB 10 accommodated in and connected to 
the same to the SB 10 accommodated in and connected to the 
same, and an output PP packetanalyzing unit 57 for analyzing 
the PP packet when receiving the PP packet from the SB 10 
accommodated in and connected to the second XBB 20B via 
the PP bus 42. 
0057 The first XBB 20A has an output queue for BC 58 
for accepting and setting the BC packet from the internal 
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output BC packet analyzing unit 54 or the external output BC 
packet analyzing unit 55 as an output packet to the connected 
SB 10 and an output queue for PP59 for accepting and setting 
the PP packet from the internal cross bar 56 or the output PP 
packet analyzing unit 57 as the output packet to the connected 
SB 10. 

0058 Meanwhile, in the first XBB 20A, the output queue 
for BC 58 and the output queue for PP59 is necessary to be 
arranged for each SB 10 (the first SB 10A, the second SB10B, 
the third SB 10C and the fourth SB 10D) accommodated in 
and connected to the same. 
0059. The output queue for BC 58 may simultaneously set 
the BC packet from the internal output BC packet analyzing 
unit 54 and the external output BC packet analyzing unit 55 
by utilizing a multi-port random access memory (RAM), for 
example. 
0060. The output queue for PP59 may simultaneously set 
the PP packet from the output PP packet analyzing unit 57 and 
the internal crossbar 56 by utilizing the multi-port RAM, for 
example. 
0061. The first XBB 20A has an output selector 60 for 
alternatively outputting the packet accepted and set by the 
output queue for BC 58 or the output queue for PP59 to the 
connected SB 10 for each SB 10 (the first SB 10A, the second 
SB 10B, the third SB 10C and the fourth SB 10D)accommo 
dated in and connected to the same. 

0062. The first XBB 20A has the BC selector 61 for alter 
natively outputting the BC packet accepted and set by the 
input queue for BC 52 arranged for each SB 10 accommo 
dated in and connected to the same and a PP selector 62 for 
alternatively outputting the PP packet accepted and set by the 
input queue for PP53 arranged for each SB 10 accommodated 
in and connected to the same. 

0063. The BC selector 61 transfers the alternatively output 
BC packet to the second XBB 20B via the BC bus 41 and 
allows the BC packet to have latency through a first in first out 
(FIFO) 63, and sequentially transfers the BC packet allowed 
to have the latency to the internal output BC packet analyzing 
unit 54 arranged for each accommodated and connected SB 
10. 

0064. When a plurality of BC packets to the same target 
are simultaneously input, the BC selector 61 alternatively 
outputs them to the BC bus 41 on a side of the second XBB 
20B and the FIFO 63 based on priority control algorithm such 
as least recently used (LRU). 
0065. The FIFO 63 adjusts time such that the BC packet 
from the BC selector 61 simultaneously arrives at the output 
queue for BC 58 in the first XBB 20A and the output queue for 
BC 58 on a side of the Second XBB 20. 

0066. The PP selector 62 transfers to output the alterna 
tively output PP packet to the second XBB 20B via the PP bus 
42. 

0067. The first XBB 20A has an interface controller for 
SCF (hereinafter, simply referred to as SCFI) 64, which com 
municates with and connects to the SCF 30, for controlling an 
entire first XBB 20A based on an instruction of the SCF 30. 

0068 FIG. 3 is a block diagram illustrating a schematic 
configuration in an internal crossbar 56 in the first XBB 20A. 
Meanwhile, the internal cross bar 56 in the second XBB 20B 
has the same configuration as that of the internal crossbar 56 
in the first XBB 20A illustrated in FIG.3, so that overlapping 
description of the configuration and operation is not repeated 
by assigning the same reference numerals. 
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0069. The internal cross bar 56 illustrated in FIG.3 has an 
input port 56A connected to each input queue for PP 53 
arranged for each connected SB 10, an output port 56B con 
nected to each output queue for PP 59 arranged for each 
connected SB 10 and a selector 56C for alternatively output 
ting the PP packet input for each input port 56A to the output 
port 56B. 
0070 FIG. 4 is an illustrative diagram illustrating a format 
configuration of the PP packet (request packet). 
(0071. The PP packet (request packet) illustrated in FIG. 4 
has a field including a preamble part and a data part, which 
stores variable-length user data. 
0072 The preamble part has the OPCD indicating a packet 
type, a source ID (hereinafter, simply referred to as SID) 
indicating a source of the packet, a target ID (hereinafter, 
simply referred to as TID) indicating the target of the packet, 
packet length (hereinafter, simply referred to as PLNG) of the 
packet and a packet ID (hereinafter, simply referred to as PID) 
to identify the packet. 
0073. The PP packet (request packet) is the packet for 
requesting transfer of store data to the memory 13 and access 
to the input/output controller 12. A store address and the store 
data, an access address to the input/output controller 12 and 
the user data are stored in the data part of the PP packet 
(request packet). 
0074 FIG.5 is an illustrative diagram illustrating a format 
configuration of the PP packet (response packet). 
0075. The preamble part of the PP packet (response 
packet) illustrated in FIG.5 has the OPCD, the SID, the TID, 
the PLNG and the PID corresponding to the request packet as 
the PP packet (request packet). Further, the PP packet (re 
sponse packet) has a return code (hereinafter, simply referred 
to as RTCD) indicating whether the request of the request 
packet is successful, a response Source ID (hereinafter, sim 
ply referred to as RSID) indicating a response source of the 
PP packet (response packet) and a response packet ID (here 
inafter, simply referred to as RPID) to identify the response 
packet. 
0076 FIG. 6 is an illustrative diagram illustrating a format 
configuration of the BC packet (request packet). 
0077. The preamble part of the BC packet (request packet) 
illustrated in FIG. 6 has the OPCD, the SID, the PLNG and the 
PID as the PP packet. The BC packet (request packet) is used 
when requesting cache Snoop and the like for securing Syn 
chronization of a cache line. Further, the BC packet is pro 
vided with the field of an address storage unit for storing a 
Snoop address. 
0078 FIG. 7 is an illustrative diagram illustrating a format 
configuration of the BC packet (response packet). 
0079. The preamble part of the BC packet (response 
packet) illustrated in FIG.7 has the RTCD, the RSID and the 
RPID in addition to the OPCD, the SID, the PLNG and the 
PID associated with the BC packet (request packet) as the BC 
packet (request packet). Then, a code indicating a cache State 
(hit, miss-hit, exclusive, share) and the like is stored in the 
RTCD. 
0080 FIG. 8 is an illustrative diagram illustrating a format 
configuration of an error notification packet. 
0081. The error notification packet illustrated in FIG.8 has 
an error level (hereinafter, simply referred to as ERLV) indi 
cating an error Scale of an error detection site, a partition ID 
(hereinafter, simply referred to as PTID) to identify the par 
tition of the error detection site, an error unit type (hereinafter, 
simply referred to as EUTY) indicating a unit type of the error 
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detection site and an error unit ID (hereinafter, simply 
referred to as EUID) to identify a unit of the error detection 
site in addition to the OPCD and the SID. 
I0082. As the error detection site, the CPU 11, the input/ 
output controller 12, the memory 13, the SC 14 and the XBB 
interface 15 in the SB 10 may also be identified in addition to 
the XBB 20 and the SB 10 based on the EUTY and the EUID. 
I0083. The ERLV is composed of three steps, which are 
level 1, level 2 and level 3, for example, in which the error of 
a scale within the SB 10 such as the CPU 11, the input/output 
controller 12 and the memory 13 corresponds to the level 1. 
0084. The error of a common site in the SC 14, for 
example, a site, which affects the entire SB 10 upon failure, 
such as a shared buffer and the controller other than the CPU 
11, the input/output controller 12 and the memory 13, that is 
to say, a partition-scale error corresponds to the level 2. Also, 
the error of a scale of an entire system including a plurality of 
partitions in the XBB 20 corresponds to the level 3. 
I0085 FIG. 9 is a block diagram illustrating a schematic 
configuration in the SC 14 of the SB 10, the SCFI 64 of the 
XBB 20 and the SCF 30, which are substantial parts of the 
information processing device 1. 
0086. The SC 14 in the SB 10 illustrated in FIG.9 has an 
error reporting unit 71 for notifying the SCF 30 of an error 
report via the control line 2 by serving as an error reporting 
circuit when detecting occurrence of the error. 
I0087. The error reporting unit 71 notifies the SCF 30 of the 
error report including the error detection site and the ERLV 
via the control line 2 based on a result of detection of the 
occurrence of the error. 

I0088. The SC 14 has an error notification packet transmit 
ting/receiving unit 72 for transmitting the error notification 
packet to the SB 10 other than the error reporting circuit out 
of the plurality of SBs 10 via the XBB 20 by serving as the 
error reporting circuit when detecting the occurrence of the 
error and receiving the error notification packet from other 
error reporting circuit. 
I0089. The error notification packet transmitting/receiving 
unit 72 generates the error notification packet including the 
error detection site and the ERLV and transmits the generated 
error notification packet to the SB 10 other than the error 
reporting circuit via the XBB 20. 
0090 The SC 14 has an error inhibition mode setting unit 
73 for setting an error inhibition mode when receiving the 
error notification packet from the error reporting circuit via 
the XBB 20. 

0091. When receiving the error notification packet, the 
error inhibition mode setting unit 73 inhibits unnecessary 
error detection operation at the error detection site based on 
the error detection site and the ERLV of the received error 
notification packet. 
0092. The SCFI 64 in the XBB 20 illustrated in FIG.9 has 
an error notification packet transferring unit 81 for transfer 
ring the error notification packet based on the SID and the 
PTID of the error notification packet when receiving the error 
notification packet from the error reporting circuit and an 
error inhibition mode setting unit 82 for setting the error 
inhibition mode when transferring the error notification 
packet from the error reporting circuit through the error noti 
fication packet transferring unit 81. 
0093. The error notification packet transferring unit 81 
executes destroy or transfer of the error notification packet by 
controlling the input packet analyzing unit 51, the internal 
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output BC packet analyzing unit 54 and the external output 
BC packet analyzing unit 55 illustrated in FIG. 2. 
0094. When transferring the error notification packet 
received from the error reporting circuit through the error 
notification packet transferring unit 81, the error inhibition 
mode setting unit 82 inhibits the unnecessary error detection 
operation at the error detection site according to the ERLV, for 
example, the error detection operation at a site around the 
output queue for BC 58, the output queue for PP 59 and the 
like corresponding to the SB 10 of the error detection site 
based on the error detection site and the ERLV of the trans 
ferred error notification packet. 
0095 Meanwhile, the XBB 20 inhibits the error detection 
operation at a related site connected only to the SB 10 of the 
error detection site when the ERLV is the level 1 or 2, for 
example, when the error detection side is SB 10. Also, the 
XBB 20 inhibits the error detection operation at the common 
site in the XBB 20 when the ERLV is the level 3. 
0096. The SCFI 64 has an error reporting unit 83 for noti 
fying the SCF 30 of the error report via the control line 2 by 
serving as the error reporting circuit when detecting the 
occurrence of the error and an error notification packet trans 
mitting unit 84 for transmitting the error notification packet to 
the SB 10 other than the error reporting circuit out of the 
plurality of SBS 10 and other XBBs 20 by serving as the error 
reporting circuit when detecting the occurrence of the error. 
0097. The error reporting unit 83 notifies the SCF 30 of the 
error report including the error detection site and the ERLV 
via the control line 2 based on the result of detection of the 
occurrence of the error. 
0098. The error notification packet transmitting unit 84 
generates the error notification packet including the error 
detection site and the ERLV based on the result of detection of 
the occurrence of the error and transfers the generated error 
notification packet to other SBS 10 via the BC selector 61. 
0099. The SCF 30 illustrated in FIG.9 has an error report 
accepting unit 91 for accepting the error report from the error 
reporting circuit via the control line 2 and a restoration pro 
cess executing unit 92 for executing an error restoration pro 
cess for the error occurrence site based on the accepted error 
report when accepting the error report through the error report 
accepting unit 91. 
0100. The restoration process executing unit 92 collects an 
error log according to the error detection site and the ERLV 
included in the error report when accepting the error report 
through the error report accepting unit 91 and specifies the 
error occurrence site based on the collected error log to 
execute a degeneration process of the specified error occur 
rence site. Meanwhile, in the degeneration process for the 
error occurrence site, it depends on setting whether to execute 
the degeneration process in which the CPU 11 and the 
memory 13 disappear from the partition, for example, that is 
to say, the partition is not realized as the partition. 
0101. Further, the restoration process executing unit 92 
executes a reset process and an initial setting process of the 
error occurrence site after executing the degeneration process 
of the error occurrence site, and thereafter starts activating the 
CPU 11, the input/output controller 12 and the like of the 
relevant site. 
0102) The SCF 30 has a mode releasing unit 93 for releas 
ing the error inhibition mode of the SB 10 and the XBB 20 
now being set via the control line 2 when the error restoration 
process for the error occurrence site is completed by the 
restoration process executing unit 92, a configuration change 
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detecting unit 94 for detecting a configuration change instruc 
tion related to the SB 10, for example, and a configuration 
change process executing unit 95 for executing a configura 
tion change process corresponding to the configuration 
change instruction when the configuration change instruction 
is detected. 
0103) The configuration change detecting unit 94 detects 
the configuration change, for example, the configuration 
change instruction to disconnect the first SB 10A from the 
first XBB 20A. 
0104. When the configuration change instruction to dis 
connect the first SB 10A from the first XBB 20A, for 
example, is detected, the configuration change process 
executing unit 95 stops access to the CPU 11, the input/output 
controller 12, the memory 13, the SC 14 and the XBB inter 
face 15 in the first SB 10A via the control line 2, stores cache 
contents of the CPU 11 to other memory, and thereafter 
executes an interface disconnection process to disconnect the 
first SB 10A from the first XBB 20A. 
0105. The SCF 30 has an XBB controller 96 for control 
ling the SCFI 64 in the XBB 20 via the control line 2 and a 
SCF controller 97 for controlling an entire SCF 30. 
0106. The XBB controller 96 controls the packet transfer 
in the XBB 20 by controlling the SCFI 64 in the XBB 20. 
0107 The SCF controller 97 has an error report accep 
tance Suspending unit 97A for Suspending acceptance of the 
error report from the error reporting circuit until the execution 
of the configuration change process is completed when the 
error occurs during the execution of the configuration change 
process by the configuration change process executing unit 
95. 

0108. When the error occurs during the execution of the 
configuration change process of the SB 10, the XBB control 
ler 96 sets a destroy flag in the XBB 20 in order to destroy the 
error notification packet received from the SB 10 of which 
configuration change process is being executed until the 
execution of the configuration change process is completed. 
As a result, the XBB 20 controls the transfer of the error 
notification packet based on the destroy flag being set. 
0109 When the error occurs during the execution of the 
configuration change process of the SB 10, the XBB control 
ler 96 sets a transfer inhibition flag in the XBB 20 in order to 
inhibit the transfer of the error notification packet to the SB 10 
of which configuration change process is being executed until 
the execution of the configuration change process is com 
pleted. As a result, the XBB 20 controls the transfer of the 
error notification packet based on the transfer inhibition flag 
being set. 
0110 FIG. 10 is a block diagram illustrating a schematic 
configuration in the input packet analyzing unit 51 of the 
XBB 20. Meanwhile, one packet has packet length of the 
predetermined number (n) of packets, for example. 
0111. The input packet analyzing unit 51 illustrated in 
FIG. 10 has a packet type identification circuit 101 to identify 
the packet type of the received packet when receiving the 
packet from the connected SB 10 and a destroy flag setting 
circuit 102 indicating presence or absence of the setting of the 
destroy flag. 
0112 The packet type identification circuit 101 has a 
decode circuit 101A for identifying and outputting the packet 
type based on the OPCD of the received packet when receiv 
ing the packet from the connected SB 10. Meanwhile, the 
decode circuit 101A outputs a Hlevel from a PP output when 
the packet type is the PP packet, outputs the H level from a BC 
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output when the packet type is the BC packet and outputs the 
H level from an ER output when the packet type is the error 
notification packet. 
0113. The destroy flag setting circuit 102 has a destroy flag 
setting register 102A in which the destroy flag is set and a flag 
selector 102B for selectively outputting the destroy flag being 
set in the destroy flag setting register 102A according to the 
ERLV. 
0114. The input packet analyzing unit 51 has an input 
queue setting circuit 103 for setting the packet received from 
the connected SB 10 in the input queue for BC 52 or the input 
queue for PP 53 according to a result of identification of the 
packet type identification circuit 101 and an input queue 
timing monitor circuit 104 for monitoring timing to set in the 
input queue for BC 52 or the input queue for PP53 to output 
the H level at the setting timing. 
0115 The input queue setting circuit 103 has a first AND 
circuit 103A for outputting the H level according to the H 
level from the BC output of the decode circuit 101A and the 
H level from the input queue timing monitor circuit 104 (a 
first zero judgment circuit 104C to be described later) and a 
second AND circuit 103B for outputting the H level to 
instruct to set the packet from the connected SB 10 in the 
input queue for PP53 according to the H level from the PP 
output of the decode circuit 101A and the H level from the 
input queue timing monitor circuit 104 (the first Zero judg 
ment circuit 104C to be described later). 
0116. The input queue setting circuit 103 has a first NOT 
circuit 103C for outputting the H level when there is no 
selective output of the flag selector 102B and a third AND 
circuit 103D for outputting the H level according to the H 
level from the ER output of the decode circuit 101A, the H 
level from the first NOT circuit 103C and the H level from the 
input queue timing monitor circuit 104 (the first Zero judg 
ment circuit 104C to be described later). 
0117 The input queue setting circuit 103 has a first OR 
circuit 103E for outputting the H level to instruct to set the 
packet from the connected SB 10 in the input queue for BC 52 
according to the H level from the first AND circuit 103A or 
the third AND circuit 103D. 
0118. The input queue timing monitor circuit 104 has a 

first subtraction circuit 104A for subtracting 1 from remain 
ing packet length when receiving the packet from the con 
nected SB 10 and a second OR circuit 104B for outputting the 
H level according to the H level of the BC output or the ER 
output of the decode circuit 101A. 
0119 The input queue timing monitor circuit 104 has the 

first Zero judgment circuit 104C for judging that there is no 
remaining packet length and it is not in the middle of the 
packet when the remaining packet length is 0 and outputting 
the H level to the first AND circuit 103A, the second AND 
circuit 103B and the third AND circuit 103D. 
0120. The input queue timing monitor circuit 104 has a 
fourth AND circuit 104D for outputting a result of subtraction 
of the first subtraction circuit 104A according to the result of 
subtraction of the first subtraction circuit 104A, the H level 
from the Second OR circuit 104B and the H level from the first 
Zero judgment circuit 104C, a first other-than-Zero judgment 
circuit 104E for outputting the H level when the remaining 
packet length is other than 0 and a second Subtraction circuit 
104F for subtracting 1 from the remaining packet length and 
outputting the result of subtraction. 
0121 The input queue timing monitor circuit 104 has a 

fifth AND circuit 104G for outputting the result of subtraction 
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according to the H level from the first other-than-Zero judg 
ment circuit 104E and the result of subtraction from the 
second subtraction circuit 104F and a third OR circuit 104H 
for outputting the result of subtraction from the fourth AND 
circuit 104D or the result of Subtraction from the fifth AND 
circuit 104G. 
0.122 The input queue timing monitor circuit 104 has a 

first counter circuit 1041 for counting a subtraction output 
from the third OR circuit 104H as the remaining packet length 
and the first counter circuit 1041 inputs the remaining packet 
length as a result of count to the first Zero judgment circuit 
104C, the first other-than-Zero judgment circuit 104E and the 
second subtraction circuit 104F. 
I0123. When receiving the packet from the connected SB 
10, the input packet analyzing unit 51 sets the received packet 
in the input queue for PP53 according to the H level of the PP 
output from the decode circuit 101A and the H level from the 
first zero judgment circuit 104C through the second AND 
circuit 103B when the received packet is the PP packet. 
0.124 When receiving the packet from the connected SB 
10, the input packet analyzing unit 51 sets the received packet 
in the input queue for BC 52 according to the H level of the BC 
output from the decode circuit 101A and the H level from the 
first zerojudgment circuit 104C through the first AND circuit 
103A and the first OR circuit 103E when the received packet 
is the BC packet. 
0.125. When receiving the packet from the connected SB 
10, the input packet analyzing unit 51 sets the received packet 
in the input queue for BC52 according to the H level of the ER 
output from the decode circuit 101A, the H level from the first 
Zerojudgment circuit 104C and the H level from the first NOT 
circuit 103C through the third AND circuit 103D and the first 
OR circuit 103E when the received packet is the error notifi 
cation packet. 
0.126 When the received packet is the error notification 
packet, even if the H level of the ER output from the decode 
circuit 101A and the H level from the first zero judgment 
circuit 104C are input through the third AND circuit 103D 
and the first OR circuit 103E, when an L level from the first 
NOT circuit 103C is input, the input packet analyzing unit 51 
does not set the received packet in the input queue for BC 52 
and destroys the same. Meanwhile, the L level from the first 
NOT circuit 103C is output when the destroy flag is being set. 
I0127 FIG. 11 is a block diagram illustrating a schematic 
configuration in the external output BC packet analyzing unit 
55 (internal output BC packet analyzing unit 54) of the XBB 
20. 
I0128. The external output BC packet analyzing unit 55 
illustrated in FIG. 11 has a packet type identification circuit 
121 for identifying the packet type of the received packet 
when receiving the packet from other XBB 20 via the BC bus 
41 and a transfer inhibition flag setting circuit 122 indicating 
presence or absence of the setting of the transfer inhibition 
flag. 
I0129. The packet type identification circuit 121 has a 
decode circuit 121A for identifying and outputting the packet 
type based on the OPCD of the received packet when receiv 
ing the packet from other XBB 20. Meanwhile, the decode 
circuit 121A outputs the H level from the BC output when the 
packet type is the BC packet and outputs the H level from the 
ER output when the packet type is the error notification 
packet. 
0.130. The transfer inhibition flag setting circuit 122 has a 
transfer inhibition flag setting register 122A in which the 
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transfer inhibition flag is set and a flag selector 122B for 
selectively outputting the transfer inhibition flag being set in 
the transfer inhibition flag setting register 122A according to 
the ERLV. 
0131 The external output BC packet analyzing unit 55 has 
an output queue setting circuit 123 for setting the packet 
received from other XBB 20 in the output queue for BC 58 
according to the result of identification of the packet type 
identification circuit 121. 
0132) The external output BC packet analyzing unit 55 has 
an output queue timing monitor circuit 124 for monitoring the 
timing to set in the output queue for BC 58 and outputting the 
H level at the setting timing and a same partition judgment 
circuit 125 for judging whether the packet received from 
other XBB 20 is of the same partition as the connected SB 10 
and outputting the H level in the case of the same partition. 
0133. The output queue setting circuit 123 has a sixth 
AND circuit 123A for outputting the H level according to the 
H level from the BC output of the decode circuit 121A and the 
H level from the output queue timing monitor circuit 124 (a 
second Zero judgment circuit 124C to be described later) and 
a seventh AND circuit 123B for outputting the H level accord 
ing to the H level from the ER output of the decode circuit 
121A and the H level from the output queue timing monitor 
circuit 124 (the second Zero judgment circuit 124C to be 
described later). 
0134. The output queue setting circuit 123 has an ERLV 
judgment circuit 123C for judging whether the ERLV is the 
level 3 or higher and outputting the H level when the ERLV is 
the level 3 or higher and a fourth OR circuit 123D for output 
ting the H level according to the H level from the ERLV 
judgment circuit 123C or the H level from the same partition 
judgment circuit 125 (a comparator circuit 125B to be 
described later). 
0135 The output queue setting circuit 123 has a second 
NOT circuit 123E for outputting the H level when there is no 
selective output of the flag selector 122B and an eighth AND 
circuit 123F for outputting the H level in order to set the BC 
packet in the output queue for BC 58 according to the H level 
from the sixth AND circuit 123A and the H level from the 
same partition judgment circuit 125 (the comparator circuit 
125B to be described later). 
0136. The output queue setting circuit 123 has a ninth 
AND circuit 123G for outputting the H level in order to set the 
error notification packet in the output queue for BC 58 
according to the H level from the seventh AND circuit 123B, 
the H level from the fourth OR circuit 123D and the H level 
from the Second NOT circuit 123E and a fifth OR circuit 123H 
for outputting the H level to instruct to set the packet received 
from other XBB 20 in the output queue for BC 58 according 
to the H level from the eighth AND circuit 123F or the H level 
from the ninth AND circuit 123G. 
0.137 The output queue timing monitor circuit 124 has a 
third subtraction circuit 124A for subtracting 1 from the 
remaining packet length when receiving the packet from 
other XBB 20 via the BC bus 41 and a second Zero judgment 
circuit 124C for judging that there is no remaining packet 
length and it is not in the middle of the packet when the 
remaining packet length is 0 to output the H level to the sixth 
AND circuit 123A and the Seventh AND circuit 123B. 
0.138. The output queue timing monitor circuit 124 has a 
tenth AND circuit 124D for outputting the result of subtrac 
tion of the third subtraction circuit 124A according to the 
result of subtraction of the third subtraction circuit 124A, the 
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H level from the BC output of the decode circuit 121A and the 
H level from the second Zerojudgment circuit 124C, a second 
other-than-Zero judgment circuit 124E for outputting the H 
level when the remaining packet length is other than 0 and a 
fourth subtraction circuit 124F for subtracting 1 from the 
remaining packet length to output the result of Subtraction. 
0.139. The output queue timing monitor circuit 124 has an 
eleventh AND circuit 124G for outputting the result of sub 
traction according to the H level from the second other-than 
Zero judgment circuit 124E and the result of subtraction from 
the fourth subtraction circuit 124F and a sixth OR circuit 
124H for outputting the result of subtraction from the tenth 
AND circuit 124D or the result of subtraction from the elev 
enth AND circuit 124G. 
0140. The output queue timing monitor circuit 124 has a 
second counter circuit 124I for counting the Subtraction out 
put from the sixth OR circuit 124H as the remaining packet 
length, and the second counter circuit 124I inputs the remain 
ing packet length as the result of count to the second Zero 
judgment circuit 124C, the second other-than-Zero judgment 
circuit 124E and the fourth subtraction circuit 124F. 
0.141. The same partition judgment circuit 125 has a par 
tition table 125A for managing partition relationship between 
the SB 10 connected to the external output BC packet ana 
lyzing unit 55 and other SBS 10 and a comparator circuit 125B 
for judging whether the SID of the packet received from other 
XBBS 20 via the BC bus 41 and the connected SB 10 are of the 
same partition based on the table contents of the partition 
table 125A and outputting the H level in the case of the same 
partition. 
0142. When receiving the packet from other XBB 20 via 
the BC bus 41, the external output BC packet analyzing unit 
55 sets the received packet in the output queue for BC 58 
according to the H level from the sixth AND circuit 123A and 
the H level from the comparator circuit 125B through the 
eighth AND circuit 123F and the fifth OR circuit 123H when 
the received packet is the BC packet. 
0143. When receiving the packet from other XBB 20 via 
the BC bus 41, the external output BC packet analyzing unit 
55 sets the received packet in the output queue for BC 58 
according to the H level from the seventh AND circuit 123B, 
the H level from the Second NOT circuit 123E and the H level 
from the fourth OR circuit 123D when the received packet is 
the error notification packet. 
0144. When the received packet is the error notification 
packet, even if the H level from the seventh AND circuit 123B 
and the fourth OR circuit 123D are input through the ninth 
AND circuit 123G and the fifth OR circuit 123H, when the L 
level from the second NOT circuit 123E is input, the external 
output BC packet analyzing unit 55 does not set the received 
packet in the input queue for BC 52 and destroys the same, 
that is to say, this inhibits the transfer of the same. Meanwhile, 
the L level from the second NOT circuit 123E is output when 
the transfer inhibition flag is set. 
0145 Meanwhile, although the external output BC packet 
analyzing unit 55 for receiving the packet from other XBB20 
via the BC bus 41 is illustrated in FIG. 11, the internal output 
BC packet analyzing unit 54 for receiving the packet via the 
FIFO 63 also has the substantially same configuration as the 
internal configuration of the external output BC packet ana 
lyzing unit 55, so that the overlapping description of the 
configuration and operation is omitted. 
0146 Next, the operation of the information processing 
device 1 representing this embodiment is described. FIG. 12 
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is a flowchart illustrating processing operation in the input 
packet analyzing unit 51 related to an input packet setting 
process. 
0147 The input packet setting process illustrated in FIG. 
12 is a process on a side of the input packet analyzing unit 51 
in which, when the packet from the SB 10 accumulated in and 
connected to the XBB 20 is received, the received packet is 
analyzed and the packet is transferred to a predetermined 
target based on the result of analysis. 
0148. In FIG. 12, when receiving the packet from the SB 
10 accommodated in and connected to the same, the input 
packet analyzing unit 51 in the XBB 20 analyzes the packet 
type based on the OPCD of the received packet and judges 
whether the packet type is the BC packet (step S11). 
0149. When the packet type is the BC packet (step S11: 
Yes), the input packet analyzing unit 51 sets the received BC 
packet in the input queue for BC 52 (step S12) and terminates 
the processing operation in FIG. 12. 
0150. When the packet type is not the BC packet (step S11: 
No), the input packet analyzing unit 51 judges whether the 
packet type is the PP packet (step S13). 
0151. When the packet type is the PP packet (step S13: 
Yes), the input packet analyzing unit 51 sets the received PP 
packet in the input queue for PP53 (step S14) and terminates 
the processing operation in FIG. 12. 
0152. When the packet type is not the PP packet (step S13: 
No), the input packet analyzing unit 51 judges whether the 
packet type is the error notification packet (step S15). 
0153. When the packet type is not the error notification 
packet (step S15: No), the input packet analyzing unit 51 
destroys the received packet (step S16) and terminates the 
processing operation in FIG. 12. 
0154 When the packet type is the error notification packet 
(step S15: Yes), the input packet analyzing unit 51 judges 
whether the destroy flag is being set (step S17). Meanwhile, 
the presence or absence of the setting of the destroy flag is set 
in a side of the XBB controller 96 of the SCF 30 when 
executing the configuration change process for the SB 10 
connected to the input packet analyzing unit 51. 
(O155 When the destroy flag is being set (step S17: Yes), 
the input packet analyzing unit 51 judges that the connected 
SB 10 is the SB 10 of which configuration change process is 
being executed, destroys the error notification packet 
received from the SB 10 of which configuration change pro 
cess is being executed (step S18) and terminates the process 
ing operation in FIG. 12. 
0156 When the destroy flag is not being set (step S17: 
No), the input packet analyzing unit 51 sets the received error 
notification packet in the input queue for BC 52 (step S19) in 
order to transfer the error notification packet received from 
the connected SB 10 to other SB 10 according to the ERLV 
and terminates the processing operation in FIG. 12. 
0157. As a result, when transferring the error notification 
packet to other SB 10 according to the setting of the error 
notification packet in the input queue for BC 52, the error 
inhibition mode setting unit 82 in the SCFI 64 sets the error 
inhibition mode based on the ERLV of the error notification 
packet. 
0158. According to the input packet setting process illus 
trated in FIG. 12, the input packet analyzing unit 51 is 
arranged for each connected SB 10, and when this receives 
the packet from the connected SB 10, this may set the BC 
packet in the input queue for BC 52 when the received packet 

Mar. 24, 2011 

is the BC packet and may set the PP packet in the input queue 
for PP 53 when the received packet is the PP packet. 
0159. In the input packet setting process, the input packet 
analyzing unit 51 is arranged for each connected SB 10, and 
it is configured Such that, when this receives the packet from 
the connected SB 10, this judges whether the destroy flag is 
being set when the received packet is the error notification 
packet, judges that the connected SB 10 is the SB 10 of which 
configuration change process is being executed when the 
destroy flag is being set and destroys the error notification 
packet as the error reporting circuit from the SB 10 of which 
configuration change process is being executed. As a result, 
when the error occurs in the SB 10 of which configuration 
change process is being executed, the error notification 
packet for the SB 10 of which configuration change process is 
being executed is ignored in the SB 10 other than the SB 10 of 
which configuration change process is being executed and the 
XBB 20, so that they do not shift to the error inhibition mode. 
0160 FIG. 13 is a flowchart illustrating processing opera 
tion in the external output BC packet analyzing unit 55 related 
to an external output packet setting process. 
0.161 The external output packet setting process illus 
trated in FIG. 13 is a process on a side of the external output 
BC packet analyzing unit 55 in which, when the packet is 
received via the BC bus 41, the received packet is analyzed 
and the packet is transferred to the predetermined target based 
on the result of analysis. 
0162 The external output BC packet analyzing unit 55 
arranged for each SB 10 in the XBB 20 analyzes the OPCD of 
the packet received via the BC bus 41 and judges whether the 
packet type is the BC packet (step S21). 
0163 When the packet type is the BC packet (step S21: 
Yes), the external output BC packet analyzing unit 55 judges 
whether the received BC packet is the BC packet from the SB 
10 in the same partition (step S22). Meanwhile, the external 
output BC packet analyzing unit 55 judges whether the 
received BC packet is of the same partition based on the SID 
in the BC packet and the table contents of the partition table. 
(0164. When the received BC packet is the BC packet from 
the SB 10 in the same partition (step S22: Yes), the external 
output BC packet analyzing unit 55 sets the received BC 
packet in the output queue for BC 58 (step S23). As a result, 
the output queue for BC 58 transfers the BC packet to the 
connected SB 10 via the output selector 60. 
(0165. When the received BC packet is not the BC packet 
from the SB 10 in the same partition (step S22: No), the 
external output BC packet analyzing unit 55 destroys the 
received BC packet (step S24) and terminates the processing 
operation in FIG. 13. 
0166 When the packet type of the packet received at the 
step S21 is not the BC packet (step S21: No), the external 
output BC packet analyzing unit 55 judges whether the packet 
type of the received packet is the error notification packet 
(step S25). 
0167. When the packet type of the received packet is not 
the error notification packet (step S25: No), the external out 
put BC packet analyzing unit 55 destroys the received packet 
(step S26) and terminates the processing operation in FIG.13. 
0168 When the packet type of the received packet is the 
error notification packet (step S25: Yes), the external output 
BC packet analyzing unit 55 judges whether the ERLV of the 
received error notification packet is the level 3 (step S27). 
(0169. When the ERLV of the error notification packet is 
not the level 3 (step S27: No), the external output BC packet 
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analyzing unit 55 judges that the ERLV is the level 1 or 2 and 
judges whether the error notification packet is the error noti 
fication packet from the SB 10 in the same partition (step 
S27A). Meanwhile, the external output BC packet analyzing 
unit 55 judges whether the received error notification packet 
is the error notification packet of the same partition based on 
the SID in the error notification packet and the table contents 
of the partition table. 
0170 When the received error notification packet is the 
error notification packet in the same partition (step S27: Yes), 
the external output BC packet analyzing unit 55 judges 
whether the transfer inhibition flag is being set (step S28). 
Meanwhile, the presence or absence of the setting of the 
transfer inhibition flag is set in the side of the XBB controller 
96 of the SCF 30 when executing the configuration change 
process for the SB 10 connected to the external output BC 
packet analyzing unit 55. 
0171 When the transfer inhibition flag is being set (step 
S28: Yes), the external output BC packet analyzing unit 55 
judges that the connected SB 10 is the SB 10 of which con 
figuration change process is being executed, destroys the 
error notification packet to be transferred to the SB 10 of 
which configuration change process is being executed (step 
S29) and terminates the processing operation in FIG. 13. 
0172. When the ERLV of the received error notification 
packet is the level 3 (step S27: Yes), the external output BC 
packet analyzing unit 55 shifts to the step S28 in order to 
judge whether the transfer inhibition flag is being set. 
(0173 When the received error notification packet is not 
the error notification packet in the same partition (step S27A: 
No), the external output BC packet analyzing unit 55 shifts to 
the step S29 in order to destroy the error notification packet to 
be transferred to the connected SB 10. 
0.174. When the transfer inhibition flag is not being set 
(step S28: No), the external output BC packet analyzing unit 
55 sets the received error notification packet in the output 
queue for BC 58 (step S30) in order to transfer the error 
notification packet to the connected SB 10 and terminates the 
processing operation in FIG. 13. 
0.175. As a result, when transferring the error notification 
mode to the connected SB 10 according to the setting of the 
error notification packet in the output queue for BC 58, the 
error inhibition mode setting unit 82 in the SCFI 64 sets the 
error inhibition mode based on the ERLV of the error notifi 
cation packet. Further, the error inhibition mode setting unit 
73 of the connected SB 10 sets to the error inhibition mode 
when receiving the error notification packet through the out 
put queue for BC 58. 
0176 According to the external output packet setting pro 
cess illustrated in FIG. 13, it is configured such that when the 
BC packet is received via the BC bus 41, the received BC 
packet is transferred to the SB 10 in the same partition when 
the received BC packet is the BC packet in the same partition 
and the received BC packet is destroyed when the received 
BC packet is not the BC packet in the same partition, so that 
the BC packet may be transferred only to the SB 10 in the 
same partition. 
0177. In the external output packet setting process, it is 
configured such that, when the error notification packet is 
received via the BC bus 41, even if the received error notifi 
cation packet is the error notification packet in the same 
partition, it is judged whether the transfer inhibition flag is 
being set, and it is judged that the connected SB 10 is the SB 
10 of which configuration change process is being executed 
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when the transfer inhibition flag is being set, and the error 
notification packet to the SB 10 of which configuration 
change process is being executed is inhibited from being 
transferred, for example, destroyed. As a result, even if the 
error occurs during the execution of the configuration change 
process of the SB 10, the error notification packet during the 
execution of the configuration change process is ignored in 
the SB 10 of which configuration change process is being 
executed by inhibiting the transfer of the error notification 
packet from being transferred to the SB 10 of which configu 
ration change process is being executed, so that this does not 
shift to the error inhibition mode. 
0.178 FIG. 14 is a flowchart illustrating processing opera 
tion in the internal output BC packet analyzing unit 54 related 
to an internal output packet setting process. 
0179 The internal output packet setting process illustrated 
in FIG. 14 is a process on a side of the internal output BC 
packet analyzing unit 54 in which, when the packet is inter 
nally received via the FIFO 63, the received packet is ana 
lyzed and the packet is transferred to an internal predeter 
mined target based on the result of analysis. 
0180. The internal output BC packet analyzing unit 54 
arranged for each SB 10 accommodated in and connected to 
the XBB 20 analyzes the OPCD of the packet received from 
the connected SB 10 via the BC selector 61 and judges 
whether the packet type is the BC packet (step S31). 
0181. When the packet type is the BC packet (step S31: 
Yes), the internal output BC packet analyzing unit 54 judges 
whether the received BC packet is the BC packet from the SB 
10 in the same partition (step S32). Meanwhile, the internal 
output BC packet analyzing unit 54 judges whether the 
received BC packet is in the same partition based on the SID 
in the BC packet and the table contents of the partition table. 
0182. When the received BC packet is the BC packet from 
the SB 10 in the same partition (step S32: Yes), the internal 
output BC packet analyzing unit 54 sets the received BC 
packet in the output queue for BC 58 (step S33). As a result, 
the output queue for BC 58 transfers the BC packet to the 
connected SB 10 via the output selector 60. 
0183. When the received BC packet is not the BC packet 
from the SB 10 in the same partition (step S32: No), the 
internal output BC packet analyzing unit 54 destroys the 
received BC packet (step S34) and terminates the processing 
operation in FIG. 14. 
0184. When the packet type of the packet received at the 
step S31 is not the BC packet (step S31: No), the internal 
output BC packet analyzing unit 54 judges whether the packet 
type of the received packet is the error notification packet 
(step S35). 
0185. When the packet type of the received packet is not 
the error notification packet (step S35: No), the internal out 
put BC packet analyzing unit 54 destroys the received packet 
(step S36) and terminates the processing operation in FIG. 14. 
0186. When the packet type of the received packet is the 
error notification packet (step S35: Yes), the internal output 
BC packet analyzing unit 54 judges whether the ERLV of the 
received error notification packet is the level 3 (step S37). 
0187. When the ERLV is not the level 3 (step S37: No), the 
internal output BC packet analyzing unit 54 judges that this is 
the level 1 or 2 and judges whether the received error notifi 
cation packet is the error notification packet from the SB 10 in 
the same partition (step S37A). Meanwhile, the internal out 
put BC packet analyzing unit 54 judges whether the received 
error notification data is the error notification packet of the 
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same partition based on the SID in the error notification 
packet and the table contents of the partition table. 
0188 When the received error notification packet is the 
error notification packet in the same partition (step S37A: 
Yes), the internal output BC packet analyzing unit 54 judges 
whether the transfer inhibition flag is being set (step S38). 
Meanwhile, the presence or absence of the setting of the 
transfer inhibition flag is set in the side of the XBB controller 
96 of the SCF 30 when executing the configuration change 
process for the SB 10 connected to the internal output BC 
packet analyzing unit 54. 
0189 When the transfer inhibition flag is being set (step 
S38: Yes), the internal output BC packet analyzing unit 54 
judges that the connected SB 10 is the SB 10 of which con 
figuration change process is being executed, destroys the 
error notification packet to be transferred to the SB 10 of 
which configuration change process is being executed (step 
S39) and terminates the processing operation in FIG. 14. 
(0190. When the ERLV of the error notification packet 
received at the step S37 is the level 3 (step S37: Yes), the 
internal output BC packet analyzing unit 54 shifts to the step 
S38 in order to judge whether the transfer inhibition flag is 
being set. 
0191) When the received error notification packet is not 
the error notification packet in the same partition (step S37A: 
No), the internal output BC packet analyzing unit 54 shifts to 
the step S39 in order to destroy the error notification packet to 
be transferred to the connected SB 10. 

(0192 When the transfer inhibition flag is not being set 
(step S38: No), the internal output BC packet analyzing unit 
54 sets the received error notification packet in the output 
queue for BC 58 in order to transfer the error notification 
packet to the connected SB 10 (step S40) and terminates the 
processing operation in FIG. 14. 
0193 As a result, the error inhibition mode setting unit 82 
in the SCFI 64 sets the error inhibition mode based on the 
ERLV of the error notification packet when transferring the 
error notification packet to the connected SB 10 according to 
the setting of the error notification packet of the output queue 
for BC 58. Further, the error inhibition mode setting unit 73 in 
the connected SB 10 sets the error inhibition mode when 
receiving the error notification packet through the output 
queue for BC 58. 
0194 According to the internal output packet setting pro 
cess illustrated in FIG. 14, it is configured such that, when the 
BC packet is received via the FIFO 63, the received BC packet 
is transferred to the SB 10 in the same partition when the 
received BC packet is the BC packet in the same partition, and 
the received BC packet is destroyed when the received BC 
packet is not the BC packet in the same partition, so that the 
BC packet may be transferred only to the SB 10 in the same 
partition. 
0.195 According to the internal output packet setting pro 
cess, it is configured such that, when the error notification 
packet is received via the FIFO 63, even if the received error 
notification packet is the error notification packet in the same 
partition, it is judged whether the transfer inhibition flag is 
being set and it is judged that the connected SB 10 is the SB 
10 of which configuration change process is being executed 
when the transfer inhibition flag is being set and the error 
notification packet is inhibited from being transferred to the 
SB 10 of which configuration change process is being 
executed, for example, destroyed. As a result, if when the 
error occurs during the execution of the configuration change 
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process of the SB 10, the error notification packet during the 
execution of the configuration change process is ignored in 
the SB 10 of which configuration change process is being 
executed by inhibiting the error notification packet from 
being transferred to the SB 10 of which configuration change 
process is being executed, so that this does not shift to the 
error inhibition mode. 

0.196 FIG. 15 is an illustrative diagram illustrating opera 
tion in the information processing device 1 when the error of 
the level 2 occurs in the first SB 10A. 

(0197) When detecting the occurrence of the error of the 
level 2, for example, the SC 14 in the first SB 10A illustrated 
in FIG. 15 notifies the SCF 30 of the error report via the 
control line 2 through the error reporting unit 71. 
(0198 When detecting the occurrence of the error of the 
level 2, the SC 14 in the first SB 10A generates the error 
notification packet of the level 2 through the error notification 
packet transmitting/receiving unit 72 and notifies the input 
packet analyzing unit 51 on a side of the connected first XBB 
20A of the generated error notification packet of the level 2. 
0199 When receiving the error notification packet of the 
level 2 from the first SB 10A, the input packet analyzing unit 
51 connected to the first SB 10A judges whether the destroy 
flag is being set, and when the destroy flag is not being set, this 
sets the received error notification packet in the input queue 
for BC 52 connected to the first SB 10A. As a result, when 
setting the error notification packet in the input queue for BC 
52, the first XBB 20A sets in the error inhibition mode to 
inhibit the error detection operation of the error detection site 
according to the level 2 of the error notification packet. 
(0200. The input queue for BC 52 connected to the first SB 
10A transfers the set error notification packet of the level 2 
from the first SB 10A to each external output BC packet 
analyzing unit 55 in the second XBB 20B via the BC selector 
61 and the BC bus 41 and transfers the same to each internal 
output BC packet analyzing unit 54 in the first XBB 20A via 
the BC selector 61 and the FIFO 63. 

0201 First, when each external output BC packet analyz 
ing unit 55 connected to the fifth SB 10E and the sixth SB10F 
on the side of the second XBB 20B receives the error notifi 
cation packet of the level 2 from the first SB 10 via the first 
XBB 20A, since the partition is the same as that of the first SB 
10A, this transfers the received error notification packet of the 
level 2 to the fifth SB 10E and the sixth SB10F via the output 
queue for BC 58 and the output selector 60. 
0202 As a result, when the error notification packet is set 
in the output queue for BC 58 and the error notification packet 
is transferred to the fifth SB 10E and the sixth SB 10F, the 
error inhibition mode setting unit 82 of the second XBB 20B 
sets the error inhibition mode to inhibit the error detection 
operation of the error detection site according to the level 2 of 
the error notification packet. Also, when receiving the error 
notification packet of the level 2 from the first SB 10A, the 
error inhibition mode setting unit 73 of the fifth SB 10E and 
the sixth SB 1OF sets the error inhibition mode to inhibit the 
error detection operation of the error detection site. 
0203 When each external output BC packet analyzing 
unit 55 connected to the seventh SB 10G and the eighth SB 
10H on the side of the second XBB 20B receives the error 
notification packet of the level 2 from the first SB 10 via the 
first XBB 20A, since the partition is different from that of the 
first SB 10A, this destroys the received error notification 
packet. 
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0204 Meanwhile, when receiving the error notification 
packet of the level 3, the external output BC packet analyzing 
unit 55 connected to the seventh SB 10G and the eighth SB 
10H does not destroy the received error notification packet 
and transfers the error notification packet to the seventh SB 
10G and the eighth SB 10H via the output queue for BC 58 
and the output selector 60. 
0205 When the internal output BC packet analyzing unit 
54 connected to the Second SB 10B on a side of the first XBB 
20A receives the error notification packet of the level 2 of the 
first SB 10A via the BC selector 61 and the FIFO 63, since the 
partition is the same as that of the first SB 10A, this transfers 
the error notification packet to the second SB 10B via the 
output queue for BC 58 and the output selector 60. 
0206. As a result, when receiving the error notification 
packet of the level 2 from the first SB 10A, the error inhibition 
mode setting unit 73 of the second SB 10B sets the error 
inhibition mode to inhibit the error detection operation of the 
error detection site. 
0207. When the internal output BC packet analyzing unit 
54 connected to the third SB 10C and the fourth SB 10D on 
the side of the first XBB 20A receives the error notification 
packet of the level 2 of the first SB 10A via the BC selector 61 
and the FIFO 63, since the partition is different from that of 
the first SB 10A, this destroys the error notification packet 
from the first SB 10A. 

0208 Meanwhile, when receiving the error notification 
packet of the level 3, the internal output BC packet analyzing 
unit 54 connected to the third SB10C and the fourth SB 10D 
does not destroy the received error notification packet and 
transfers the error notification packet to the third SB10C and 
the fourth SB 10D via the output queue for BC 58 and the 
output selector 60. 
0209. As a result, when the occurrence of the error of the 
level 2 is detected in the first SB 10A, the SCF 30 is notified 
of the error report via the control line 2 and the error notifi 
cation packet of the level 2 is transferred to the SB 10 in the 
same partition as the first SB 10A, for example, to the second 
SB 10B via the first XBB 20A and to the fifth SB 10E and the 
sixth SB10F via the first XBB 20A and the Second XBB 20B. 

0210. Then, the second SB 10B, the fifth SB 10E, the sixth 
SB 10F, the first XBB 20A and the second XBB 20B receive 
the error notification packet of the level 2 from the first SB 
10A, thereby setting the error inhibition mode. 
0211 When the occurrence of the error of the level 3 is 
detected in the first SB 10A, for example, the SCF 30 is 
notified of the error report via the control line 2 and the error 
notification packet of the level 3 is transferred to all the SBs 
10 via the first XBB 20A and the second XBB 20B. 

0212. As a result, when all the SBS 10 and all the XBBs 20 
receive the error notification packet of the first SB 10A, they 
set the error inhibition mode. 

0213 When the restoration process executing unit 92 on a 
side of the SCF 30 accepts the error report of the level 2 from 
the first SB 10A, this collects the error log based on the ERLV 
and the error detection site related to the error report, specifies 
the error occurrence site based on a result of collection, and 
executes the error restoration process for the specified error 
occurrence site. 

0214. When the error restoration process for the error 
occurrence site is completed by the restoration process 
executing unit 92, the mode releasing unit 93 on the side of the 
SCF 30 releases the error inhibition mode being set in the first 
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XBB 20A, the second XBB 20B, the second SB 10B, the fifth 
SB 10E and the sixth SB 10F via the control line 2. 

0215) Next, operation of the SCF 30, which accepts the 
error report, is described. FIG. 16 is a flowchart illustrating 
processing operation in the SCF 30 related to the error resto 
ration process. 
0216. The error restoration process illustrated in FIG.16 is 
a process in which, when the error report is accepted from the 
error reporting circuit via the control line 2, the error occur 
rence site is specified from the ERLV and the error detection 
site based on the error report and the error restoration process 
is executed for the specified error occurrence site. 
0217. In FIG. 16, when accepting the error report via the 
control line 2 through the error report accepting unit 91, the 
restoration process executing unit 92 collects the error log of 
the error detection site based on the error report (step S51) and 
identifies the ERLV based on the error report (step S52). 
0218. The restoration process executing unit 92 recog 
nizes the ERLV, and when the ERLV is the level 1, this makes 
the error detection site the error occurrence site, executes the 
degeneration process when the degeneration of the error 
occurrence site is possible (step S53) and executes the reset 
process for restoration for the partition of the error occurrence 
site (step S54). Meanwhile, when executing the reset process 
for the restoration for the partition of the error occurrence site, 
in a case of the XBB 20 accommodating and connecting the 
SB 10 belonging to a plurality of partitions, for example, a 
partial reset process is executed so as not to affect the SB 10 
accommodated in and connected to the partition other than 
the partition of the error occurrence site. 
0219. When executing the reset process for the restoration 
for the partition of the error occurrence site, the restoration 
process executing unit 92 executes initial setting of the error 
occurrence site (step S55) and activates the CPU 11 and the 
input/output controller 12 in all the SBS 10 in the partition of 
the error occurrence site (step S56). 
0220. When the CPU 11 and the input/output controller 12 
in all the SBs 10 in the partition of the error occurrence site is 
activated at the step S56, the mode releasing unit 93 releases 
the error inhibition mode being set in all the SBs 10 and the 
XBBs 20 in the partition of the error occurrence site through 
the mode releasing unit 93 (step S57) and terminates the 
processing operation in FIG. 16. 
0221) When the ERLV is the level 2 at the step S52, the 
restoration process executing unit 92 collects the error log of 
all the SBs 10 and the XBBs 20 in the same partition as the SB 
10 of the error detection site (step S58), specifies the error 
occurrence site based on the result of collection of the error 
log (step S59), executes the degeneration process when the 
degeneration of the error occurrence site is possible (step 
S60) and shifts to the step S54 in order to execute the reset 
process for the restoration for the partition of the error occur 
rence site. 

0222. When the ERLV is the level 3 at the step S52, the 
restoration process executing unit 92 collects the error log of 
all the SBs 10 and all the XBBs 20 in the system (step S61) 
and specifies the error occurrence site based on the result of 
collection of the error log (step S62). 
0223) When specifying the error occurrence site at the step 
S62, the restoration process executing unit 92 executes the 
degeneration process when the degeneration of the error 
occurrence site is possible (step S63) and executes the reset 
process for the restoration for the entire system (step S64). 
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0224. When executing the reset process of the entire sys 
tem at the step S64, the restoration process executing unit 92 
executes the initial setting of the entire system (step S65), 
activates all the CPUs 11 and all the input/output controllers 
12 in all the SBs 10 in the system (step S66), releases the error 
inhibition mode being set in all the SBS 10 and all the XBBs 
20 in the system through the mode releasing unit 93 (step S67) 
and terminates the processing operation in FIG. 16. 
0225. In the error restoration process illustrated in FIG. 
16, when the error report is accepted via the control line 2, the 
error detection site and the ERLV are recognized based on the 
error report, the error occurrence site corresponding to the 
error detection site and the ERLV is specified, the degenera 
tion process, the reset process, the initial setting process and 
the activation process for the specified error occurrence site 
are executed, and the error inhibition mode of the SB 10 and 
the XBB 20 being set is released. As a result, according to the 
error restoration process, the error occurrence site may be 
restored and the error inhibition mode being set may be 
released. 
0226. Next, operation related to the configuration change 
process of the SCF 30 is described. FIG. 17 is a flowchart 
illustrating the processing operation in the SCF 30 related to 
the configuration change process. 
0227. The configuration change process illustrated in FIG. 
17 is a process for executing the configuration change process 
to disconnect the first SB 10A from the first XBB 20A accord 
ing to the change instruction of a system operational configu 
ration, for example, the configuration change instruction to 
disconnect the first SB 10A belonging to the partition A from 
the first XBB 20A. 
0228. In FIG. 17, when the configuration change instruc 
tion is detected by the configuration change detecting unit 94. 
the configuration change process executing unit 95 in the SCF 
30 closes an interruption mask from the SB 10 to be discon 
nected to the SCF 30, for example, corresponding to the 
configuration change instruction (step S70). 
0229 When the interruption mask from the SB 10 to be 
disconnected to the SCF 30 is closed through the configura 
tion change process executing unit 95, this corresponds to the 
setting to Suspend the acceptance of the error report via the 
control line 2 by an error report acceptance Suspending unit 
97A on a side of the SCF controller 97 (step S71). 
0230. When the acceptance of the error report is set to be 
suspended, the XBB controller 96 on the side of the SCF 
controller 97 sets the destroy flag in the input packet analyz 
ing unit 51 in the XBB 20 connected to the SB 10 to be 
disconnected (step S72). Meanwhile, the input packet ana 
lyzing unit 51 connected to the SB 10 to be disconnected 
destroys the error notification packet from the connected SB 
10 according to the setting of the destroy flag. 
0231 When setting the destroy flag in the input packet 
analyzing unit 51 connected to the SB 10 to be disconnected, 
the XBB controller 96 sets the transfer inhibition flag to 
inhibit the transfer of the error notification packet to the SB 10 
to be disconnected in the external output BC packet analyzing 
unit 55 and the internal output BC packet analyzing unit 54 in 
the XBB 20 connected to the SB 10 to be disconnected (step 
S73). 
0232 Further, when the configuration change process 
executing unit 95 instructs the OS in the partition to stop using 
the CPU 11, the input/output controller 12, the memory 13, 
the SC 14 and the XBB interface 15 in the SB 10 to be 
disconnected (step S74), this judges whether to receive a 
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process completion notification for the stop of using from the 
OS in the partition (step S75). 
0233. When the configuration change process executing 
unit 95 receives the process completion notification is 
received (step S75: Yes), this issues an instruction to flush 
cache in the CPU 11 in the SB 10 to be disconnected (step 
S76) and puts the CPU 11 and the input/output controller 12 
in the SB 10 to be disconnected into a stopped state (step S77). 
0234. When the configuration change process executing 
unit 95 puts the CPU 11 and the input/output controller 12 in 
the SB 10 to be disconnected into the stopped state, this 
rewrites the partition table in order to delete the SB 10 to be 
disconnected from the partition table in the internal output 
BC packet analyzing unit 54 and the external output BC 
packet analyzing unit 55 of all the XBBs 20 (step S78). 
0235 Further, the configuration change process executing 
unit 95 similarly rewrites the partition table (not illustrated) in 
the SC 14 of all the remaining SBS 10 (step S79) and instructs 
the relevant XBB 20 and SC 14 to disconnect the interface of 
a side of the SB 10 to be disconnected (step S80). As a result, 
in the XBB 20, the packet is hereinafter destroyed by the 
output selector 60 connected to the SB 10 to be disconnected. 
0236 When the configuration change process executing 
unit 95 instructs the relevant XBB 20 and SC 14 to disconnect 
the interface of the SB 10 to be disconnected, this notifies the 
OS in the partition of completion of SB deletion (step S81). 
Meanwhile, when the OS receives the completion of SB 
deletion, this asks for a variety of processes for the SCF 30. 
0237. When the OS in the partition is notified of the 
completion of SB deletion, the SCF controller 97 judges that 
the configuration change process is completed and releases 
acceptance suspension of the error report at the step S71 (step 
S82). 
0238 Further, when the acceptance suspension of the 
error report is released, the XBB controller 96 on a side of the 
SCF controller 97 releases the destroy flag in the input packet 
analyzing unit 51 set at the step S72 and releases the transfer 
inhibition flag in the internal output BC packet analyzing unit 
54 and the external output BC packet analyzing unit 55 set at 
the step S73 (step S83) and terminates the processing opera 
tion in FIG. 17. 
0239 When the configuration change process executing 
unit 95 does not receive the process completion notification is 
not received at the step S75 (step S75: No), this executes 
monitoring operation at the step S75 until receiving the pro 
cess completion notification. 
0240. In the configuration change process illustrated in 
FIG. 17, when the configuration change instruction to discon 
nect the SB 10 from the XBB 20 is detected, for example, the 
acceptance Suspension to Suspend the acceptance of the error 
report is set on the side of the SCF 30 and the destroy flag to 
destroy the error notification packet from the SB 10 of which 
configuration change process is being executed is set in the 
input packet analyzing unit 51 on the side of the XBB 20 
connected to the SB 10 of which configuration change pro 
cess is being executed. Further, in the configuration change 
process, the transfer inhibition flag to inhibit the transfer of 
the error notification packet to the SB 10 of which configu 
ration change process is being executed is set in the internal 
output BC packet analyzing unit 54 and the external output 
BC packet analyzing unit 55 on the side of the XBB 20 
connected to the SB 10 of which configuration change pro 
cess is being executed. 
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0241. As a result, even if the error occurs during the execu 
tion of the configuration change process, the error notification 
packet from the SB 10 of which configuration change process 
is being executed may be destroyed and the transfer of the 
error notification packet to the SB 10 of which configuration 
change process is being executed may be inhibited. 
0242 Meanwhile, although the destroy flag and the trans 
fer inhibition flag are set in the SB 10 of which configuration 
change process is being executed, in a case in which the 
destroy flag and the transfer inhibition flag are not set in the 
SB 10 of which configuration change process is being 
executed, for example, when the SB 10 of which configura 
tion change process is being executed detects the occurrence 
of the error, the SCF 30 is notified of the error report and the 
error notification packet is transferred to each SB 10 via the 
XBB 20 to notify each SB 10 of the same. As a result, theXBB 
20 and the SB 10, which receive the error notification packet, 
shift to the error inhibition mode. 
0243 However, on the side of the SCF 30, the SB 10 as the 
error reporting circuit cannot be recognized when the con 
figuration change process of the SB 10 as the error reporting 
circuit is completed, so that the error inhibition mode being 
Set in other SB 10 and XBB 20 cannot be released. If the error 
inhibition mode remains set in the SB 10 and the XBB 20, a 
case in which the occurrence of the error cannot be detected 
even if the error occurs thereafter might be considered. 
0244. Therefore, according to the configuration change 
process illustrated in FIG. 17, the destroy flag is set in the SB 
10 of which configuration change process is being executed, 
therefore the error notification packet does not arrive at the SB 
10 other than the SB 10 of which configuration change pro 
cess is being executed and the XBB 20 by destroying the error 
notification packet from the SB 10 of which configuration 
change process is being executed, so that they do not shift to 
the error inhibition mode. As a result, a case in which the error 
inhibition mode remains unreleased and the occurrence of the 
error cannot be detected may be avoided. 
0245. In a case in which the destroy flag and the transfer 
inhibition flag are not set in the SB 10 of which configuration 
change process is being executed, when the occurrence of the 
error is detected in the SB 10 other than the SB 10 of which 
configuration change process is being executed, for example, 
the SCF 30 is notified of the error report and the error notifi 
cation packet from the SB 10 being the error reporting circuit 
is transferred to other SB 10 including the SB 10 of which 
configuration change process is being executed and the XBB 
20. As a result, the XBB 20 and the SB 10, which receive the 
error notification packet, shift to the error inhibition mode. 
0246. However, although the error inhibition mode being 
set is released when the restoration process for the SB 10 as 
the error reporting circuit is completed on the side of the SCF 
30, since the SB 10 after the completion of the configuration 
change cannot be recognized when the configuration change 
process for the SB 10 of which configuration change process 
is being executed is completed on the side of the SCF 30, the 
error inhibition mode being set in the SB 10 after the comple 
tion of the configuration change process cannot be released. 
As a result, a case in which an unnecessary process to release 
the error inhibition mode upon restoration of the configura 
tion of the SB 10 becomes possible may be considered. 
0247 Therefore, according to the configuration change 
process illustrated in FIG. 17, since the transfer inhibition flag 
is set in the SB 10 of which configuration change process is 
being executed, the error notification packet does not arrive at 
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the SB 10 of which configuration change process is being 
executed by inhibiting the transfer of the error notification 
packet to the SB 10 of which configuration change process is 
being executed, so that this does not shift to the error inhibi 
tion mode and it is not necessary to execute the unnecessary 
process to release the error inhibition mode upon the restora 
tion of the configuration of the SB 10 after the completion of 
the configuration change process. 
0248 FIG. 18 is an illustrative diagram illustrating the 
operation of the information processing device 1 related to a 
case in which the error of the level 2 occurs in the first SB 10A 
during the execution of the configuration change process of 
the first SB 10A, for example, during the disconnection. 
0249. When the configuration change instruction related 
to the disconnection of the first SB 10A is detected through 
the configuration change detecting unit 94, the SCF controller 
97 on the side of the SCF 30 illustrated in FIG. 18 Sets to 
Suspend the acceptance of the error report via the control line 
2 through the error report acceptance Suspending unit 97A. 
0250 When setting the suspension of the acceptance of 
the error report, the XBB controller 96 on the side of the SCF 
controller 97 sets the destroy flag in the input packet analyz 
ing unit 51 in the first XBB 20A connected to the first SB 10A 
of which configuration change process is being executed. 
0251. Further, when the XBB controller 96 sets the 
destroy flag in the input packet analyzing unit 51 connected to 
the first SB 10A of which configuration change process is 
being executed, this sets the transfer inhibition flag to inhibit 
the transfer of the error notification packet to the first SB 10A 
in the external output BC packet analyzing unit 55 and the 
internal output BC packet analyzing unit 54 in the first XBB 
20A connected to the first SB 10A. 
0252 Although the first SB 10A of which configuration 
change process is being executed notifies the SCF 30 of the 
error report via the control line 2 when detecting the occur 
rence of the error of the level 2, for example, since the accep 
tance suspension is set on the side of the SCF 30, the accep 
tance of the error report from the first SB 10A is suspended. 
(0253) When the first SB 10A of which configuration 
change process is being executed detects the occurrence of 
the error of the level 2, this notifies the input packet analyzing 
unit 51 in the first XBB 20A connected to the first SB 10A of 
the error notification packet of the level 2. 
0254. However, since the destroy flag is set in the input 
packet analyzing unit 51 connected to the first SB 10A, the 
error notification packet of the level 2 received from the first 
SB 10A is destroyed. Meanwhile, the input packet analyzing 
unit 51 connected to the first SB 10A destroys the error 
notification packet of the level 2 from the first SB 10A and the 
error notification packet of the level 2 from the first SB 10A 
does not arrive at other SB 10 and XBB 20, so that the SB 10 
and the XBB 20 do not shift to the error inhibition mode. 
0255. Thereafter, when the configuration change process 
for the first SB 10A is completed, the SCF releases the accep 
tance Suspension setting, releases the destroy flag being set in 
the input packet analyzing unit 51 in the first XBB 20A 
connected to the first SB 10A and releases the transfer inhi 
bition flag being set in the internal output BC packet analyZ 
ing unit 54 and the external output BC packet analyzing unit 
55 in the first XBB 20A connected to the first SB 10A. 
0256 In the SCF 30, when the configuration change pro 
cess for the first SB 10A is completed, even if the first SB 10A 
is the error occurrence site, the first SB 10A is disconnected 
from the system configuration, so that there is no problem if 
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the error restoration process for the first SB 10A is not 
executed, and further, since the error notification packet from 
the first SB 10A does not arrive at other SB 10 and XBB 20, 
they do not shift to the error inhibition mode, so that process 
ing load related to the setting and releasing of the unnecessary 
error inhibition mode may be reduced. 
0257. As a result, in the information processing device 1, 
as illustrated in FIG. 18, even if the error occurs in the first SB 
10A of which configuration change process is being 
executed, the error notification packet of the level 2 from the 
first SB 10A is destroyed based on the destroy flag set in the 
input packet analyzing unit 51 on the side of the first XBB 
20A connected to the first SB 10A, so that a case in which the 
first XBB 20A, the second XBB 20B, the second SB 10B, the 
fifth SB 10E and the sixth SB 10F in the same partition are 
notified of the error notification packet of the level 2 from the 
first SB 10 of which configuration change process is being 
executed and the error inhibition mode is set may be avoided. 
0258 According to the information processing device 1 
illustrated in FIG. 18, when the error of the level 2 occurs in 
the first SB 10A of which configuration change process is 
being executed, the acceptance of the error report from the 
first SB 10A is suspended until the configuration change 
process is completed and the destroy flag to destroy the error 
notification packet of the level 2 from the first SB 10A is set 
in the input packet analyzing unit 51 on the side of the first 
XBB 20A connected to the first SB 10A until the configura 
tion change process is completed, so that a case in which the 
unnecessary error inhibition mode is set by the transfer of the 
error notification packet accompanying with the detection of 
the occurrence of the error of the first SB 10A of which 
configuration change process is being executed is avoided, 
and as a result, the processing load to release the setting may 
be reduced. 
0259 FIG. 19 is an illustrative diagram illustrating the 
operation of the information processing device 1 related to a 
case in which the error of the level 2 occurs in the second SB 
10B in the same partition during the execution of the configu 
ration change process of the first SB 10A, for example, during 
the disconnection. 
0260. When detecting the configuration change instruc 
tion related to the disconnection of the first SB 10A through 
the configuration change detecting unit 94, the SCF controller 
97 on the side of the SCF 30 illustrated in FIG. 19 Sets to 
Suspend the acceptance of the error report via the control line 
2 through the error report acceptance Suspending unit 97A. 
0261) When the acceptance of the error report is set to be 
suspended, the XBB controller 96 on the side of the SCF 
controller 97 sets the destroy flag in the input packet analyz 
ing unit 51 in the first XBB 20A connected to the first SB 10A 
of which configuration change process is being executed. 
0262. Further, when the XBB controller 96 sets the 
destroy flag in the input packet analyzing unit 51 connected to 
the first SB 10A of which configuration change process is 
being executed, this sets the transfer inhibition flag to inhibit 
the transfer of the error notification packet to the first SB 10A 
in the external output BC packet analyzing unit 55 and the 
internal output BC packet analyzing unit 54 in the first XBB 
20A connected to the first SB 10A. 
0263. When detecting the occurrence of the error of the 
level 2, for example, during the execution of the configuration 
change process for the first SB 10A in the same partition, the 
second SB 10B notifies the SCF 30 of the error report via the 
control line 2. On the side of the SCF 30, the acceptance 
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Suspension is set, so that the acceptance of the error report 
from the second SB 10B is suspended. 
0264. When detecting the occurrence of the error of the 
level 2 during the execution of the configuration change pro 
cess for the first SB 10A, the second SB 10B notifies the input 
packet analyzing unit 51 in the first XBB 20A connected to 
the second SB 10B of the error notification packet of the level 
2 

0265. When receiving the error notification packet of the 
level 2 from the second SB 10B, the input packet analyzing 
unit 51 connected to the second SB 10B sets the received error 
notification packet of the level 2 in the input queue for BC 52. 
0266 The input queue for BC 52 transfers the set error 
notification packet of the level 2 to each internal output BC 
packet analyzing unit 54 of the first SB 10A, the third SB 10C 
and the fourth SB 10D via the BC selector 61 and the FIFO 63 
and transfer the set error notification packet of the level 2 to 
the Second XBB 20B via the BC selector 61 and the BC bus 
41. 

0267. When receiving the error notification packet of the 
level 2 from the second SB 10B, the internal output BC packet 
analyzing unit 54 connected to the third SB 10C and the 
fourth SB 10D judges whether this is of the same partition as 
the second SB 10B, and since this is not of the same partition, 
this destroys the error notification packet of the level 2 from 
the Second SB 10B. 

0268 When the internal output BC packet analyzing unit 
54 connected to the first SB 10A receives the error notifica 
tion packet of the level 2 from the second SB 10B, since this 
is of the same partition as the second SB 10B, this normally 
sets the error notification packet of the level 2 in the output 
queue for BC 58 and transfers the same to the first SB 10A via 
the output selector 60. 
0269. However, since the transfer inhibition flag is being 
set, the internal output BC packet analyzing unit 54 connected 
to the first SB 10A destroys the error notification packet of the 
level 2 from the second SB 10B. As a result, the error notifi 
cation packet from the second SB 10B does not arrive at the 
first SB 10A, so that this does not shift to the error inhibition 
mode. 

0270. When receiving the error notification packet of the 
level 2 from the second SB 10B via the first XBB 20A through 
the BC bus 41, the second XBB 20B notifies the external 
output BC packet analyzing unit 55 connected to the fifth SB 
10E, the sixth SB 10F, the seventh SB 10G and the eighth SB 
10H of the received error notification packet of the level 2. 
0271 When receiving the error notification packet of the 
level 2 from the second SB 10B, the external output BC 
packet analyzing unit 55 connected to the seventh SB 10G and 
the eighth SB 10H judges whether this is of the same partition 
as the second SB 10B, and since this is not of the same 
partition, this destroys the error notification packet of the 
level 2 from the Second SB 10B. 

0272. When the external output BC packet analyzing unit 
55 connected to the fifth SB 10E and the sixth SB10F receives 
the error notification packet of the level 2 from the second SB 
10B, since this is of the same partition as the second SB 10B, 
this transfers the error notification packet of the level 2 from 
the Second SB 10B to the fifth SB 10E and the sixth SB 1OF 
via the output queue for BC 58 and the output selector 60. As 
a result, the fifth SB 10E and the sixth SB10F shift to the error 
inhibition mode according to the error notification packet 
from the second SB 10B. 
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0273 When the error of the level 2 occurs in the second SB 
10B during the execution of the configuration change process 
of the first SB 10A, the first XBB 20A inhibits the transfer of 
the error notification packet to the first SB 10 of which con 
figuration change process is being executed in the same par 
tition as the second SB 10B. 

0274 The first XBB 20A and the second XBB 20B shift to 
the error inhibition mode according to the error notification 
packet form the second SB 10B by transferring the error 
notification packet of the level 2 to the fifth SB 10E and the 
sixth SB 10F in the same partition as the second SB 10B. 
0275. Thereafter, when the configuration change process 
for the first SB 10A is completed, the SCF 30 releases the 
acceptance Suspension setting, releases the destroy flag being 
set in the input packet analyzing unit 51 in the first XBB 20A 
connected to the first SB 10A and releases the transfer inhi 
bition flag being set in the internal output BC packet analyZ 
ing unit 54 and the external output BC packet analyzing unit 
55 in the first XBB 20A connected to the first SB 10A. 
0276. When the configuration change process for the first 
SB 10A is completed, the SCF 30 executes the error restora 
tion process for the error occurrence site of the second SB 
10B through the restoration process executing unit 92, and 
after executing the error restoration process, this releases the 
setting of the error inhibition mode for the first XBB 20A, the 
second XBB 20B, the fifth SB 10E and the sixth SB 10F 
through the mode releasing unit 93. 
0277 As a result, in the information processing device 1, 
as illustrated in FIG. 19, even if the error occurs in the second 
SB 10B during the execution of the configuration change 
process of the first SB 10A, the transfer of the error notifica 
tion packet of the level 2 from the second SB 10B to the first 
SB 10A is inhibited based on the transfer inhibition flag set in 
the internal output BC packet analyzing unit 54 and the exter 
nal output BC packet analyzing unit 55 on the side of the first 
XBB 20A connected to the first SB 10A, so that a case in 
which the first SB 10A of which configuration change process 
is being executed is set in the error inhibition mode according 
to the transfer of the error notification packet of the level 2 
from the second SB 10B may be avoided. 
0278. According to the information processing device 1 
illustrated in FIG. 19, when the error of the level 2 occurs in 
the second SB 10B in the same partition as the first SB 10A 
during the execution of the configuration change process for 
the first SB 10A, the acceptance of the error report from the 
second SB 10B is suspended until the configuration change 
process is completed and the transfer inhibition flag to inhibit 
the transfer of the error notification packet of the level 2 to the 
first SB 10A is set in the internal output BC packet analyzing 
unit 54 and the external output BC packet analyzing unit 55 
on the side of the first XBB 20A connected to the first SB 10A 
until the configuration change process is completed, so that a 
case in which the first SB 10 of which configuration change 
process is being executed is set to the error inhibition mode 
according to the transfer of the error notification packet is 
avoided, and as a result, the processing load related to the 
releasing of the error inhibition mode upon the restoration of 
the configuration of the first SB 10A may be reduced. 
0279 FIG. 20 is an illustrative diagram illustrating the 
operation of the information processing device 1 related to a 
case in which the error of the level 3 occurs in the first SB 10A 
in the different partition during the execution of the configu 
ration change process of the third SB 10C, for example, 
during the disconnection. 
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0280 When detecting the configuration change instruc 
tion related to the disconnection of the third SB 10C through 
the configuration change detecting unit 94, the SCF controller 
97 on the side of the SCF 30 illustrated in FIG. 20 Sets to 
Suspend the acceptance of the error report via the control line 
2 through the error report acceptance Suspending unit 97A. 
0281. When the acceptance of the error report is set to be 
suspended, the XBB controller 96 on the side of the SCF 
controller 97 sets the destroy flag in the input packet analyz 
ing unit 51 in the first XBB 20A connected to the third SB10C 
of which configuration change process is being executed. 
0282. Further, when the XBB controller 96 sets the 
destroy flag in the input packet analyzing unit 51 connected to 
the third SB 10C of which configuration change process is 
being executed, this sets the transfer inhibition flag to inhibit 
the transfer of the error notification packet to the third SB10C 
in the external output BC packet analyzing unit 55 and the 
internal output BC packet analyzing unit 54 in the first XBB 
20A connected to the third SB 10C. 

0283. When detecting the occurrence of the error of the 
level 3, for example, during the execution of the configuration 
change process for the third SB 10C in the different partition, 
the first SB 10A notifies the SCF 30 of the error report via the 
control line 2. On the side of the SCF 30, since the acceptance 
Suspension is set, the acceptance of the error report from the 
first SB 10A is suspended. 
0284. When detecting the occurrence of the error of the 
level 3 during the execution of the configuration change pro 
cess for the third SB10C, the first SB 10A notifies the input 
packet analyzing unit 51 in the first XBB 20A connected to 
the first SB 10A of the error notification packet of the level3. 
0285 When receiving the error notification packet of the 
level 3 from the first SB 10A, the input packet analyzing unit 
51 connected to the first SB 10A sets the received error 
notification packet of the level 3 in the input queue for BC 52. 
(0286. The input queue for BC 52 transfers the set error 
notification packet of the level 3 to each internal output BC 
packet analyzing unit 54 in the second SB 10B, the third SB 
10C and the fourth SB 10D via the BC selector 61 and the 
FIFO 63 and transfers the set error notification packet of the 
level 3 to the second XBB 20B via the BC selector 61 and the 
BC bus 41. 

0287. When the internal output BC packet analyzing unit 
54 connected to the third SB 10C receives the error notifica 
tion packet of the level 3 from the first SB 10A, since the 
transfer inhibition flag is being set, this destroys the error 
notification packet of the level 3 from the first SB 10A. 
0288 When the internal output BC packet analyzing unit 
54 of the second SB 10B and the fourth SB 10D receives the 
error notification packet of the level 3 from the first SB 10A, 
this sets the error notification packet of the level 3 from the 
first SB 10A in the output queue for BC 58 to transfer to the 
second SB 10B and the fourth SB 10D via the output selector 
60 regardless of whether this is of the same partition as the 
first SB 10A. As a result, the second SB 10B and the fourth SB 
10D shift to the error inhibition mode according to the arrival 
of the error notification packet from the first SB 10A. 
0289 When receiving the error notification packet of the 
level 3 from the first SB 10A from the first XBB 20A via the 
BC bus 41, the second XBB 20B notifies the external output 
BC packet analyzing unit 55 connected to the fifth SB 10E, 
the sixth SB 10F, the seventh SB 10G and the eighth SB 10H 
of the received error notification packet of the level 3. 
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0290 When the external output BC packet analyzing unit 
55 connected to the fifth SB 10E, the sixth SB10F, the seventh 
SB 10G and the eighth SB 10H receives the error notification 
packet of the level 3 from the first SB 10A, this transfers the 
error notification packet of the level 3 from the first SB 10A to 
the fifth SB 10E, the sixth SB10F, the seventh SB 10G and the 
eighth SB 10H via the output queue for BC 58 and the output 
selector 60 regardless of whether this is in the same partition 
as the first SB 10A. As a result, the fifth SB 10E, the sixth SB 
10F, the seventh SB 10G and the eighth SB 10H shift to the 
error inhibition mode according to the arrival of the error 
notification packet from the first SB 10A. 
0291. When the error of the level 3 occurs in the first SB 
10A during the execution of the configuration change process 
of the third SB10C, the first XBB 20A inhibits the transfer of 
the error notification packet of the level 3 from the first SB 
10A to the third SB 10C of which configuration change pro 
cess is being executed in the partition different from that of 
the first SB 10A. 
0292 Further, it is configured such that the first XBB 20A 
and the second XBB 20B transfer the error notification packet 
of the level 3 to the second SB 10B, the fifth SB 10E and the 
sixth SB10F in the same partition as the first SB 10A and the 
fourth SB 10D, the seventh SB 10G and the eighth SB 10H in 
the different partition. As a result, the first XBB 20A and the 
second XBB 20B shift to the error inhibition mode according 
to the error notification packet from the first SB 10A. 
0293. Thereafter, when the configuration change process 
for the third SB 10C is completed, the SCF 30 releases the 
acceptance Suspension setting, releases the destroy flag being 
set on the input packet analyzing unit 51 in the first XBB 20A 
connected to the third SB10C and releases the transfer inhi 
bition flag being set in the internal output BC packet analyZ 
ing unit 54 and the external output BC packet analyzing unit 
55 in the first XBB 20A connected to the third SB 10C. 
0294. When the configuration change process for the third 
SB 10C is completed, the SCF 30 executes the error restora 
tion process for the error occurrence site of the first SB 10A 
and the entire system through the restoration process execut 
ing unit 92, and after executing the error restoration process, 
this releases the setting of the error inhibition mode in the first 
XBB 20A, the second XBB 20B, the second SB 10B, the 
fourth SB 10D, the fifth SB 10E, the sixth SB10F, the seventh 
SB 10G and the eighth SB 10H through the mode releasing 
unit 93. 
0295. As a result, in the information processing device 1, 
as illustrated in FIG. 20, it is configured such that even if the 
error of the level 3 occurs in the first SB 10A in the different 
partition during the execution of the configuration change 
process for the third SB 10C, the transfer of the error notifi 
cation packet of the level 3 from the first SB 10A to the third 
SB10C is inhibited based on the transfer inhibition flag being 
set in the internal output BC packet analyzing unit 54 and the 
external output BC packet analyzing unit 55 on the side of the 
first XBB 20A connected to the third SB10C, so that a case in 
which the third SB 10C of which configuration change pro 
cess is being executed is set in the error inhibition mode 
according to the transfer of the error notification packet of the 
level 3 from the first SB 10A may be avoided. 
0296. In the information processing device 1 illustrated in 
FIG. 20, when the error of the level 3 occurs in the first SB 
10A in the different partition during the execution of the 
configuration change process for the third SB10C, the accep 
tance of the error report from the first SB 10A is suspended 
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until the configuration change process is completed and the 
transfer inhibition flag to inhibit the transfer of the error 
notification packet of the level 3 to the third SB 10C is set in 
the internal output BC packet analyzing unit 54 and the exter 
nal output BC packet analyzing unit 55 on the side of the first 
XBB 20A connected to the third SB 10C until the configura 
tion change process is completed. As a result, a case in which 
the third SB 10C of which configuration change process is 
being executed shifts to the error inhibition mode according 
to the transfer of the error notification packet may be avoided, 
and further, the processing load related to the releasing of the 
error inhibition mode upon the restoration of the configura 
tion of the third SB 10C may be reduced. 
0297. In this embodiment, it is configured such that the 
acceptance of the error report is suspended during the execu 
tion of the configuration change process related to the SB 10 
and the destroy flag is set in the input packet analyzing unit 51 
on the side of the XBB 20 connected to the SB 10 of which 
configuration change process is being executed in order to 
destroy to the error notification data received from the SB 10 
of which configuration change process is being executed until 
the execution of the configuration change process is com 
pleted. Therefore, according to this embodiment, even if the 
error occurs in the SB 10 of which configuration change 
process is being executed, since the error notification packet 
does not arrive at the SB 10 other than the SB 10 of which 
configuration change process is being executed and the XBB 
20 by destroying the error notification packet from the SB 10 
of which configuration change process is being executed, so 
that they do not shift to the error inhibition mode. As a result, 
a case in which the error inhibition mode remains unreleased 
and the occurrence of the error cannot be detected may be 
avoided, so that stable error detection control may be secured. 
0298. In this embodiment, it is configured such that the 
acceptance of the error report is suspended during the execu 
tion of the configuration change process related to the SB 10 
and the transfer inhibition flag is set in the internal output BC 
packet analyzing unit 54 and the external output BC packet 
analyzing unit 55 on the side of the XBB 20 connected to the 
SB 10 of which configuration change process is being 
executed in order to inhibit the transfer of the error notifica 
tion data to the SB 10 of which configuration change process 
is being executed until the execution of the configuration 
change process is completed. Therefore, according to this 
embodiment, the error notification packet does not arrive at 
the SB 10 of which configuration change process is being 
executed by inhibiting the transfer of the error notification 
packet to the SB 10 of which configuration change process is 
being executed, so that the SB 10 of which configuration 
change process is being executed does not shift to the error 
inhibition mode and it is not required to execute the unnec 
essary process Such as to release the error inhibition mode 
upon the restoration of the configuration, therefore the stable 
error detection control may be secured. 
0299 Meanwhile, in the above-described embodiment, it 
is configured such that the plurality of SBS 10 and the plural 
ity of XBBs 20 are divided in a partition unit, and when the 
error occurs in the second SB 10B in the same partition during 
the execution of the configuration change process of the first 
SB 10A as illustrated in FIG. 19, for example, the error 
notification packet from the second SB 10B to the first SB 
10A of which configuration change process is being executed 
is destroyed on the side of the first XBB 20A and the fifth SB 
10E and the sixth SB10F in the same partition as the second 
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SB 10B are notified of the error notification packet from the 
Second SB 10B via the first XBB 20A and the Second XBB 
2OB. 

0300 However, when there is no partition division, all the 
SBs other than the first SB 10A of which configuration 
change process is being executed and the second SB 10B 
being the error reporting circuit, that is to say, the third SB 
10C, the fourth SB 10D, the fifth SB 10E, the sixth SB 10F, 
the seventh SB 10G and the eighth SB 10 Hare notified of the 
error notification packet from the second SB 10B via the first 
XBB 20A and the second XBB 20B. In this case, the first 
XBB 20A and the Second XBB 20B in addition to the third SB 
10C, the fourth SB 10D, the fifth SB 10E, the sixth SB 10F, 
the seventh SB 10G and the eighth SB 10H shift to the error 
inhibition mode. 

0301 Then, it goes without saying that, after the comple 
tion of the execution of the configuration change process of 
the first SB 10A, the SCF 30 starts accepting the error report 
of which acceptance is suspended from the second SB 10B 
via the control line 2, and after executing the error restoration 
process for the error occurrence site based on the error report, 
this releases the error inhibition mode being set in the first 
XBB 20A, the second XBB 20B, the third SB10C, the fourth 
SB 10D, the fifth SB 10E, the sixth SB 10F, the seventh SB 
10G and the eighth SB 10H. 
0302 Although the configuration change to disconnect 
the SB 10 from the XBB 20, for example, is described as an 
example in the above-described embodiment, it goes without 
saying that this may be applied to the configuration change 
when changing the number of the CPU 11, the memory 13 
and the like in the SB 10 and the similar effect may be 
obtained. 

0303 Although the reset process is executed for the entire 
partition including the SB 10 of the error occurrence site even 
if the ERLV is the level 1 when executing the reset process for 
the restoration at the step S54 of the error restoration process 
illustrated in FIG. 16 in the above-described embodiment, it 
goes without saying that the partial reset process for the entire 
SB 10 of the error occurrence site or the error occurrence site 
in the SB 10 may be executed. 
0304 Although the SCF 30 sets the destroy flag to destroy 
the error notification packet from the SB 10 of which con 
figuration change process is being executed and the transfer 
inhibition flag to inhibit the transfer of the error notification 
packet to the SB 10 of which configuration change process is 
being executed in the XBB 20 in the above-described 
embodiment, it is also possible to set the destroy flag and the 
transfer inhibition flag in the SB 10 of which configuration 
change process is being executed, for example. 
0305. In this case, it is configured such that the SB 10 in 
which the destroy flag and the transfer inhibition flag are set 
destroys the error notification packet accompanying with the 
error occurrence and does not shift to the error inhibition 
mode by destroying the received error notification packet 
even if receiving the error notification packet from other error 
reporting circuit, so that it goes without saying that the similar 
effect may be obtained. 
0306 Although this embodiment is described as above, it 
goes without saying that the scope of the technical idea of the 
information processing device, the transfer circuit and the 
error controlling method of the information processing 
device is not limited by this embodiment, and various 
embodiments are possible without departing from the scope 
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of the technical idea recited in Claims. Also, the effect 
described in this embodiment is not limited thereto. 
0307 Also, it goes without saying that an entire or a part of 
the process described to be automatically performed out of 
the various processes described in this embodiment may be 
manually performed, and on the other hand, an entire of a part 
of the process described to be manually performed may be 
automatically performed. Also, it goes without saying that 
handling procedure, control procedure, specific name, infor 
mation including various pieces of data and parameters 
described in this embodiment may be appropriately changed 
except when being specifically described. 
0308 Also, each component of each device illustrated is 
illustrated functionally and schematically, and it goes without 
saying that they are not necessarily physically configured as 
illustrated and the specific aspect of each device is not at all 
limited to the illustrated one. 
0309 Further, it goes without saying that an entire or an 
optional part of various process functions performed by each 
device may be executed on the central processing unit (CPU) 
(or a micro computer such as a micro processing unit (MPU) 
and a micro controller unit (MCU)) or a program analyzed to 
be executed on the CPU (or the micro computer such as the 
MPU and MCU) or hardware by wired logic. 
0310. According to the disclosed device, even if the error 
occurs during the execution of the configuration change pro 
cess, the error detection control is executed with the system 
configuration except the control circuit related to the configu 
ration change process after the completion of the configura 
tion change process, thereby securing the stable error detec 
tion control under the same system configuration. 
0311 All examples and conditional language recited 
herein are intended for pedagogical purposes to aid the reader 
in understanding the invention and the concepts contributed 
by the inventor to furthering the art, and are to be construed as 
being without limitation to Such specifically recited examples 
and conditions, nor does the organization of such examples in 
the specification relate to a showing of the Superiority and 
inferiority of the invention. Although the embodiments of the 
present invention have been described in detail, it should be 
understood that the various changes, Substitutions, and alter 
ations could be made hereto without departing from the spirit 
and scope of the invention. 

What is claimed is: 
1. An information processing device, comprising: 
a plurality of control circuits; 
a transfer circuit that executes data transfer between the 

plurality of control circuits; and 
a management control circuit that controls the plurality of 

control circuits and the transfer circuit, wherein 
the control circuits and the transfer circuit include 

an error reporting unit that notifies the management 
control circuit of an error report when detecting 
occurrence of an error; and 

an error transmitting unit that transmits error notification 
data when detecting the occurrence of the error, 

the transfer circuit includes 
a transfer controller that transfers received error notifi 

cation data to a circuit other than a circuit that has 
transmitted the error notification data out of the con 
trol circuits and the transfer circuit when receiving the 
error notification data, and 
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the management control circuit includes 
a restoration process executing unit that executes a res 

toration process for the error occurrence site based on 
the error report when receiving the error report; 

a configuration change process executing unit that 
executes a configuration change process correspond 
ing to a configuration change instruction when detect 
ing the configuration change instruction related to the 
control circuits; 

a report acceptance Suspending unit that Suspends 
acceptance of the error report during execution of the 
configuration change process of the information pro 
cessing device by the configuration change process 
executing unit; and 

a transfer circuit controller that controls the transfer 
circuit to abandon the error notification data received 
from a control circuit of which configuration change 
process is being executed by the configuration change 
process executing unit and controls the transfer circuit 
to inhibit transfer of the error notification data to the 
control circuit of which configuration change process 
is being executed. 

2. The information processing device according to claim 1, 
wherein 

the configuration change process executing unit executes 
the configuration change process when detecting the 
configuration change instruction related to an optional 
circuit out of the plurality of control circuits, and 

the transfer circuit controller controls the transfer circuit to 
abandon the error notification data from the optional 
circuit of which configuration change process is being 
executed. 

3. The information processing device according to claim 1, 
wherein 

the configuration change process executing unit executes 
the configuration change process when detecting the 
configuration change instruction related to an optional 
circuit out of the plurality of control circuits: 

the transfer circuit controller controls the transfer circuit to 
inhibit the transfer of the error notification data received 
from a circuit other than the optional circuit out of the 
control circuits and the transfer circuit to the optional 
circuit of which configuration change process is being 
executed, and 

the restoration process executing unit starts accepting the 
error report of which acceptance is being Suspended by 
the report acceptance Suspending unit when the execu 
tion of the configuration change process related to the 
optional circuit is completed by the configuration 
change executing unit. 

4. The information processing device according to claim 1, 
wherein 

the management control circuit divides the plurality of 
control circuits and the transfer circuit in a unit of a 
plurality of partitions and controls the control circuits 
and the transfer circuit belonging to each partition, and 

the transfer controller on a side of the transfer circuit trans 
fers the error notification data to a circuit other than the 
circuit that has transmitted the error notification data out 
of the control circuits and the transfer circuit belonging 
to the same partition as the circuit that has transmitted 
the error notification data when receiving the error noti 
fication data. 
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5. The information processing device according to claim 4. 
wherein 

the configuration change process executing unit executes 
the configuration change process when detecting the 
configuration change instruction related to an optional 
circuit out of the plurality of control circuits, and 

the transfer circuit controller controls the transfer circuit to 
abandon the error notification data from the optional 
circuit of which configuration change process is being 
executed by the configuration change process executing 
unit. 

6. The information processing device according to claim 4. 
wherein 

the configuration change process executing unit executes 
the configuration change process when detecting the 
configuration change process related to an optional cir 
cuit out of the plurality of control circuits, 

the transfer circuit controller controls the transfer circuit to 
inhibit the transfer of the error notification data received 
from a circuit other than the optional circuit out of the 
control circuits and the transfer circuit belonging to the 
same partition as the optional circuit to the optional 
circuit of which configuration change process is being 
executed by the configuration change process executing 
unit, and 

the restoration process executing unit starts accepting the 
error report of which acceptance is being Suspended by 
the report acceptance Suspending unit when the execu 
tion of the configuration change process related to the 
optional circuit is completed by the configuration 
change process executing unit. 

7. The information processing device according to claim 1, 
wherein 

the control circuits and the transfer circuit include a mode 
setting unit that sets an error inhibition mode to inhibit 
error detection of the error occurrence site when receiv 
ing the error notification data, and 

the management control circuit includes a mode releasing 
unit that releases the error inhibiting mode being set 
when the restoration process of the error occurrence site 
is completed by the restoration process executing unit. 

8. A transfer circuit, managed and controlled by a manage 
ment control circuit that controls a plurality of control cir 
cuits, the transfer circuit for executing data transfer between 
the plurality of control circuits, comprising: 

a transfer controller that transfers received error notifica 
tion data to a circuit other than a circuit that has trans 
mitted the error notification data, when receiving the 
error notification data indicating occurrence of an error, 
wherein 

the transfer controller abandons the error notification data 
received from the control circuit of which configuration 
change process is being executed by the management 
control circuit and inhibits transfer of the error notifica 
tion data from a circuit other than the control circuit of 
which configuration change process of the information 
processing device is being executed to the control circuit 
of which configuration change process is being 
executed. 

9. The transfer circuit according to claim 8, wherein 
the management control circuit divides the plurality of 

control circuits in a unit of a plurality of partitions and 
controls the control circuits belonging to each partition, 
and 
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the transfer controller transfers the error notification data to 
a circuit other than the circuit that has transmitted the 
error notification data out of the circuits belonging to the 
same partition as the circuit that has transmitted the error 
notification data when receiving the error notification 
data. 

10. An error controlling method for an information pro 
cessing device including a plurality of control circuits, a 
transfer circuit that executes data transfer between the plural 
ity of control circuits and a management control circuit that 
controls the plurality of control circuits and the transfer cir 
cuit, the error controlling method comprising: 

notifying the management control circuit of an error report 
at the control circuits and the transfer circuit when 
detecting occurrence of an error; 

transmitting error notification data at the control circuits 
and the transfer circuit when detecting the occurrence of 
the error; 

transferring received error notification data to a circuit 
other than a circuit that has transmitted the error notifi 
cation data out of the control circuits and the transfer 
circuit at the transfer circuit when receiving the error 
notification data; 

executing a restoration process for the error occurrence site 
based on the error report at the management control 
circuit when accepting the error report; 

executing a configuration change process corresponding to 
a configuration change instruction for the information 
processing device at the management control circuit 
when detecting the configuration change instruction 
related to the control circuits; 

Suspending acceptance of the error report at the manage 
ment control circuit during execution of the configura 
tion change process; and 

controlling the transfer circuit to abandon the error notifi 
cation data received from the control circuit of which 
configuration change process is being executed and con 
trolling the transfer circuit to inhibit transfer of the error 
notification data to the control circuit of which configu 
ration change process is being executed at the manage 
ment control circuit. 

11. The error controlling method according to claim 10, 
wherein 

the executing the configuration change process includes 
executing the configuration change process when 
detecting the configuration change instruction related to 
an optional circuit out of the plurality of control circuits, 
and 

the controlling the transfer circuit includes controlling the 
transfer circuit to abandon the error notification data 
from the optional circuit of which configuration change 
process is being executed. 

12. The error controlling method according to claim 10, 
wherein 

the executing the configuration change process includes 
executing the configuration change process when 
detecting the configuration change instruction related to 
an optional circuit out of the plurality of control circuits, 

the controlling the transfer circuit includes controlling the 
transfer circuit to inhibit the transfer of the error notifi 
cation data received from a circuit other than the 
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optional circuit out of the control circuits and the trans 
fer circuit to the optional circuit of which configuration 
change process is being executed, and 

the executing the restoration process includes starting 
accepting the error report of which acceptance is being 
Suspended at the Suspending when the execution of the 
configuration change process related to the optional cir 
cuit is completed. 

13. The error controlling method of the information pro 
cessing device according to claim 10, wherein 

the management control circuit divides the plurality of 
control circuits and the transfer circuit in a unit of a 
plurality of partitions and controls the control circuits 
and the transfer circuit belonging to each partition, and 

the transferring the received error notification data includes 
transferring the error notification data to a circuit other 
than the circuit that has transmitted the error notification 
data out of the control circuits and the transfer circuit 
belonging to the same partition as the circuit that has 
transmitted the error notification data when receiving 
the error notification data. 

14. The error controlling method according to claim 13, 
wherein 

the executing the configuration change process includes 
executing the configuration change process when 
detecting a configuration change instruction related to 
an optional circuit out of the plurality of control circuits, 
and 

the controlling the transfer circuit includes controlling the 
transfer circuit to abandon the error notification data 
from the optional circuit of which configuration change 
process is being executed. 

15. The error controlling method according to claim 13, 
wherein 

the executing the configuration change process includes 
executing the configuration change process when 
detecting a configuration change instruction related to 
an optional circuit out of the plurality of the control 
circuits, 

the controlling the transfer circuit includes controlling the 
transfer circuit to inhibit the transfer of the error notifi 
cation data received from a circuit other than the 
optional circuit out of the control circuits and the trans 
fercircuit belonging to the same partition as the optional 
circuit to the optional circuit of which configuration 
change process is being executed, and 

the executing the restoration process includes starting 
accepting the error report of which acceptance is being 
Suspended at the Suspending when the execution of the 
configuration change process related to the optional cir 
cuit is completed. 

16. The error controlling method according to claim 10, 
comprising: 

setting an error inhibition mode to inhibit error detection of 
the error occurrence site at the control circuits and the 
transfer circuit when receiving the error notification 
data; and 

releasing the error inhibition mode being set at the man 
agement control circuit when the restoration process of 
the error occurrence site is completed. 

c c c c c 


